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Abstract given appropriate resources. This is the approach taken by
the Player/Staggvaughanet al., 2003 platform with plug-
gable software modules. Although this has a number of ad-
. . vantages (i.e code reuse) we would prefer a more decentral-
robo_tlcs platforms. It is bgseo_l upon D.DX (Dy- ized approach. There are a number of alternative robotie sof
hamic Data eXchange) Wh'Ch. is our third gener- ware platforms that could be used: YARRettaet al., ] and
ation real-time publish-subscribe software (event- ORCA [Brookset al., ] using TAO CORBA[Schmidt,] or
based middleware). Computational resources on CARMEN [Montemérloet al., ] using IPC[Simmoné and
autonomous robotic platforms can be very limited, James].
apd thus it essentiallthat. mechanisms for access to The TAO CORBA A/V [Mungeeet al., 1999 streaming
;Ic?r? %ggtzshsgss?éehttle impact upon the computa- servi_c_e is based_ upon a distributed system which has b_een
' modified to provide local support. For several reasons dis-
cussed iffCorkeet al., 2004, we would prefer the reverse: a
1 Introduction system that is based upon local support with distributed fea
We are particularly interested in the navigation of au-fures added on. Given this preference and the overall com-
tonomous outdoor robotic platforms: including submarjnesPlexity of CORBA, we decided to investigate the possibility
helicopters and ground vehicles. With advances in compute?f modifying our own software to support video.
hardware over the last few years, we have become increas- The remainder of this paper is structured as follows. Sec-
ingly interested in systems that are capable of real-tirdewi tion 2 describes the implementation of supporting video in
processing. As with most research organizations, we have BDX and the modifications that were made to increase its
number of researchers who are performing different task offficiency. Section 3 describes some of the experimental re-
the same platform: i.e. optical flow, stereo, scene segment&ults, and Section 4 concludes and presents future directio
tion, beacon localization etc. To solve the task of navaysti
many of these tasks need to be solved in parallel. Thergfore2 | mplementation
is important that we establish a common framework for vide
acquistion and processing. Here is list of desirable featur
for such a framework:

This paper describes the implementation of a
lightweight video framework for autonomous

%orover 10 years we have been building complex robotic sys-
tems. Over time we have developed a series of software plat-
forms (middleware) to facilitate this endeavor. Our thiethg

1. ability to decouple video acquisition from video process eration middleware software is called DDX (Dynamic Data

ing and display; eXchange). This is event-based middleware that provides
2. support different video sources (analog or digital camdistributed real-time publish/subscribe access to seasdr
era, pre-recorded or processed video); control data. It does this through an efficient shared memory

mechanism managed bysd or e. Thest or e provides a
‘naming service to data in shared memory. Stores on multi-
ple machines can be linked by means of a glat=t al og

4. ability to record video without compression or dither; and data is multicast between the stores when the data is re-
5. stream video to remote locations over wireless link; andluésted (subscribed to). DDX also has a number of service
applications, including the ability to log and replay data i
real-time. The implementation afDXVIDEO consists of an

The traditional method has been to develop a monolithic proagreed format in thet or e and a suite of applications (see
cess, with separate threads that adhere to a strict API @nd afFigure 1).

3. ability to synchronize video with other sensors and con
trol data;

6. be simple and transparent with very low overheads.
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RGB or YUV colourspace, and have different levels of sub- int width:
sampling. Analogue frame grabbers (such as the BT878 'Cﬂgrhel[gwxq
chipset) processed all incoming video as YUV422. In this char ﬁ[w,;q;

packed colourspace the U and V components (chroma) are char v[ M 4];
down-sampled 2 to 1 in the horizontal direction. This means
that if an RGB colourspace is requested, the image will The second data structure contains camera parameters
only contain colour information that existed in the origina which are updated whenever the camera settings are modified.
YUV422 image. Another video format is YUV420. In this Typically, the camera is controlled by a simple RPC request
colourspace, the U and V (chroma) are downsampled 2:1 ito the corresponding application. The third data strucisire
both the vertical and horizontal direction. This differerfft  a simple integer frame counter. This is used to syncronize
YUV411, which is downsampled 4:1 in the horizontal direc- normalbbx data with video data.
tion. Whilst the YUV420 format has half the chroma resolu- )
tion of the YUV422 format, itis the format preferred by JPEG 2-2 Accessto Video data
and MPEG compression routines and by XVideo to displayAccess to the video data is provided by standards DDX calls
video under X11. This is important factor when the speed oto thest or e:
encoding and decoding will have an impact upon the com- o srore 1D * storeld = NULL:
putational load. Perhaps the most important factor was the  DDX_STORE_ITEM* itenPtr = NULL; _
requirement to be able record and playback the video stream ooty = G st or e odop rtert (ot or el vyt eo”. NULL,0):
without compression. The most popular uncompressed video ] )
format is YUV4MPEG [http:/mjpeg.sourceforge.net], Y4M Whereddx_st ore_open is used to make a connection to
for short. Whilst not perfect, the YUV420P format is a rea- the localst or e, andddx_st or e_| ookup_i t emis used
sonable compromise between resolution, compatibility and® "éturn & handle to a named item. In this casédeo. The
speed, and thus was chosen as the default format for video {f¢M handler is then used to read the video data.
thest or e. DDX_VI DEO vi deo; _ ‘

The shared memory data structure is shown in Figure 2, ‘%60 = ddxstoreread(itenptr, &video, &s, 1.0, 1);
There are three data structures in theor e. The first This function can be used in blocking or non-blocking
is DDX_VIDEO, which contains a header and three videomode. In either case, a local copy is made of the current video
planes (Y,U,V). The Y is the luminance, whilst the U and V frame. To guarantee the integrity of data, the store places a
make up the chrominance at half the resolution of the Y planemutex around the read and writing of data to shared mem-
To accommodate multiple video streams that need to be syrory. This prevents one application writing to memory whilst
chronized (such as stereo) each video stream is placed on tapother is reading. This behaviour is critical for most sens
of one another in memory. This is represented by the numbeand control data, however if we only wish to “spy” on the
of fields in each frame. This is shown in Figure 2 where therecurrent data, then this locking can be excessive. To prevent
are three video fields per video frame. unnecessary locking and copying of data, functions to DDX

The data structure is defined in DDX by the following dec- were introduced that provide direct assess to the store data
laration: This is done with the following commands:



_ case it is callediideo. The currentideo frame can be dis-
R ey o0 nter (i tenPtr): played with ddxvi deovi ew. In theory, one could use
ddx_store_read direct(itenPtr, &s, 10.0, 1); ddxl og to record the video stream. However, this log file
where, ddx_store_var_pointer provides  a is only compatible wittbbx. The pr_eferred option is to use
pointer to the actual video shared memory. Theddxw.deosav.e to recorq a Y4M file. Once recorded the
ddx_store_read_direct acts as a semaphore in- YAM file can displayed witlyuvpl ay or p| ayer. It can
forming the application that someone has just finisheoal_so be transcoded (converted to a number of video formats)

writing to the store. The direct assess to video memor))'\”thffrrpeg ormencoder .

is used by applications (such as display applications) that ~ mncoder -o test.avi -ovc lave /tnp/test.y4m

will not be significantly affected if the video memory were One of the features of the Y4M file is that it is possible to
altered whilst displaying the image. This type of behaviorrecord the time step between each video frame. This time-
can reduce the computational load. Of course, the fact thastep is used to replay the video back to the store in real;time
we now have direct access to the current video frame is noihich can be used to test the performance of the image pro-
without risk, and it is up to the application writer to exe®i  cessing routines.

caution. ddxvi deol oad /tnp/test.ydm
2.3 Video Applications Furthermore, if the frame counter is recorded in a log file
There are a number of application that have been written th4/0ng With named sensor data, it is possible to synchronize
can load video into thet or e: log data with video data.
ddxvi deoVAL use VAL (video4linux) drivers to acquire 2.4 Video Streaming
images from analog framebrabber. Although the store can be configured to handle large data
ddxvi deo1394 use dc1394 (firewire) drivers to acquire Structures (such asimages), the sharing of data betwees sto
images from firewire bus. is currently restricted to the size of a single UDP packe}.(8k

Therefore to send the video sequence to another computer
it is appropriate to bypass the store and broadcast the video
directly. Unfortunately an uncompressed PAL video stream
ddxvi deol oad read Y4M (yuv4mjpeg) file and load into  consumes approximately 256Mbps, which is far beyond the

ddxvi deoSVS use SVS libraries [] to aquire range images
from SVS camera (stereo).

store at specified time-steps. capabilities of the WiFi network that we have between our
And a number of applications that display or save video fronutonomus platforms. Although there are many applications
thest or e: that can compress and stream video (FFmpeg, Mbone, Mash,

VideoLan, Darwin, RealSystems) they are all designed to
synchronize the video and audio steams.
ddxvi deovi ew display video image remotely (step To achieve synchronization it is important that the pack-

ddxvi deopl ay display video stream locally

though each frame) ets arrive in the correct order and at the correct time. Since
ddxvi deosave write videostream as Y4M file neither of these conditions can be guaranteed on the Ether-
(yuv4mijpeg) net, buffering is required at the receiving end to reorder an

request that lost packets be resent. This buffering can have
a significant effect upon latency, especially in wirelesgi-en
ddxvi deosend use libavcodec to encode image and sendonments which can have a low bandwidth and high packets

ddxvi deosnap write single frame as PPM file

out through UDP port. loss. Since is our intention to use the remote video stream
decode to decode UDP packets and display on remotd© control the robot it is critical that the latency be as dmal
screen. as possible (less than 100ms). Fortunately, since we are not

interested in the audio stream, it possible to write our own

Here is an example that will acquire video at 5Hz in CIF réS-streaming software without buffering.

olution. ddxvi deosend - port 8000 &
catal og & . X .
store -m8M & In this example, the video stream can be decoded and viewed

ddxl og -c | ogger.conf & . . .
ddxvi deovaL. -camera 2 -skip 5 -size OF -name video & on another computer with an application callédcode.

ddxvi deovi ew -nane vi deo & Since, by default, the video is multicast on a UDP socket,
dxvi deosave -name video -output [tmp/test.y4m& any number of users on site can “tune-in” into port 8000 to
Here thecat al og and st or e are started with suffi- watch the streaming video. This is a very convenient way
cient shared memory to handle video. Video is then acto keep track of what is happening on our autonomous plat-
quired on a specified channel, with a specified rate and sizéprms without imposing additional load on the system. Thus
and copied into the store with a specified name. In thisve need to choose a video CODEC that provides reasonable



Figure 4: Analog stereo image taken underwater.

Figure 3: Omnidirectional Megapixel Image.

Figure 5: Tertiary image taken from AVS pod.

quality and robustness, with low latency and bandwidthhwit

out consuming too many computational resources. Motion

JPEG is one of the first streaming technologies to be usednterlaced and fed into a standard BT878 frame grabber on

It is robust because there is no interframe dependence, i& 800MHz PC104 Crusoe processor.diixvi deoVAL the

frames can be lost without significant impact, however $igni video is de-interlaced into the respective fields and placed

icant compression is required to get below the 8K threshbld oloP of one another. This is shown In Flgure 4, where a num-
er of rocks on the bottom of a swimming pool can be seen.

UDP transmission. Higher compression can be achieved wit . . _ . ! :
he disparity between the images is used to estimate height.

interframe compression - where there is compression from,. it | h i of f 4 looki
one frame to another (ie. MPEG 1,2 & 4). The most appro- Imullaneously, another pair ot forward looking cameras ar
ed for collision avoidance.

priate for streaming is MPEG4 because it have been designe%
to withstand significant packet loss. Since MPEG4 is robus§_3 Aerial Platform

to packet loss, no attempt is made to recover dropped frames; ] ] ] o o
reorder frames that are out of sequence, or even to imposeTa'he AVS (Air vehicle simulator) is fitted with interchange-

time-step between frames. As each frame is received it is déPIe Firewire cameras, connected to a self-powered wieles
compressed and displayed. In this way latency is kept to afentium-M minilTX. The results from the SVS stereo cam-

absolute minimum. This applications also has the ability to®'@ aré shown in Figure 5, where the range image is inserted
record the received video sequence to an AV file. between the left and right image. Another application uses
the range image to estimate location of the ground plane.

3 Experimental Platforms

3.1 Ground Vehicle One key requirement @iDxVIDEOQ is the ability to stream
The ground-vehicle platform (a small ride-on lawn mower)video quickly and robustly over a wireless network. The
is fitted with five digital cameras: two fisheye, two stereo,results of MPEG4 compression at 200kbps over a IEEE
and an omni-directional mega-pixel camera. These camera&2.11b network is shown in Figure 6, where a packet loss
are connected via Firewire to a single Pentium-M minilTX of 30% has been simulated by deliberately dropping every
computer. The output from the omni-directional cameras ighird packet. In this figure, a hand is waived in front of the
shown in Figure 3. Colour segmentation of the UV plane iscamera to demonstrate MPEG4's ability to rebuild the
used to track artificial beacons and segment the road. image. Note the black squares around the edges of the hand.
Similar robustness was exhibited after re-ordering the
3.2 Underwater Platform packets, mixing packets from other streams, and dropping
The underwater platform (called Starbug) is fitted with a twoGOP frames. On the AVS platform, the compression
stereo pairs of analog cameras. The stereo cameras are liseftware only consumed 5% of the CPU.

3.4 Performance



»

¥ Decode It is interesting to note that other robotic platforms have

= adopted new transport layers based upon shared memory and
UDP: e.g. CRUD in the ORCA platform, and Gazebo in the
Player/Stage.

i‘__m —
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Future directions:

e Support for alternative colourspaces, with different
sizes, compatible with Intel’s IPP.

e Support for off-the-shelf streaming software such as
VideoLan’s VLC.



