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Sidenote: Multibeam receivers were difficult enough 
already!

Parkes HIPSR Racks



Sidenote: Measuring Noise Parameters

• Noise parameters are a complete 
description of amplifier noise performance

• Contain more information than 
standard Y-factor measurement, but 
tricky to measure.

• An LNA will have different noise 
performance when connected to an 
antenna than as measured with a Y-
factor measurement.

• Our simple (and cheap!) method for 
measuring noise parameters accepted to 
IEEE transactions on Microwave Theory & 
Techniques.

• Preprint now available on arXiv:
https://arxiv.org/abs/2210.07080



Noise Parameters

 The noise performance of a device under test 
(DUT) can be described by four parameters:

 𝑇୫୧୬  minimum noise temperature.
 Γ୭୮୲ optimal reflection coefficient 

(complex so counts as two params).
 𝑁 equivalent noise resistance.

 For lowest noise temperature T = 𝑇୫୧୬  , 
we want to connect our DUT to a source 
with Γ = Γ୭୮୲. 
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Questions for CryoPAFs:
Q1. How to modify for cryogenic application?
Q2. How to measure differential / multiport 
DUTs?



Part 1: Introduction

“Odin on a laptop” by Midjourney AI



What is stream processing?



A more complex example



Data rates in astronomy stream processing

Tables from “Stream processing in radio astronomy”, 
DC Price, Chapter 4, Big Data in Astronomy, Elsevier (2020) 
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Tables from “Stream processing in radio astronomy”, 
DC Price, Chapter 4, Big Data in Astronomy, Elsevier (2020) 
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Bifrost/LWA: ~70 Gb/s/NIC, ibverbs (Jayce Dowell)



• Bifrost is a C++/CUDA/Python framework 
for stream processing.

• Comes with reconfigurable and repurposable
GPU/CPU blocks for common radio 
astronomy applications (e.g. FFT, FDMT, 
transpose, requantization)
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• Open-source license (BSD 3), code available 
on Github: 
https://github.com/ledatelescope/bifrost

• Plugin system bragr under development:
https://github.com/bf_plugins

Bifrost summary paper:
Cranmer et al.(2017), JAI, 6, 1750007.

Bifrost overview



Bifrost overview

• Blocks: “atomic” data processing 
tasks. Each runs in its own thread.

• Ring buffers: First-in, first-out 
data queue. Contiguous pre-
allocated memory on CPU/GPU (or 
cuda_managed) spaces.

• Pipelines: A combination of blocks 
and rings, connected as a directed 
acyclic graph, used to process data.



Bifrost overview



But isn’t Python slow?



But isn’t Python slow?

• Computationally-expensive stuff is 
done in C++/CUDA.

• Compiled C++ code is called via 
ctypes. Overhead is minimal if block 
size is not too small. 

• The global interpreter lock (GIL) is 
released while ctypes wrapped 
function is executing, allowing 
concurrency.

• Bifrost uses ctypesgen to generate 
wrappers from the underlying C++ 
code.

Bifrost-wrapped tensor core correlator performance (plot: Liam Ryan)



Example block: Fast Dispersion Measure Transform



Bifrost map and ndarrays

Recently added: cupy compatibility (2021)



bf map example kernel: applying beam weights



High-level pipeline interface



UTMOST-2D fanbeam beamformer (for FRB 
search)



UTMOST-2D tied-array beamformer (pulsar 
timing)



A simple correlator for VCS data



Monitoring tools



Recent developments: plugin system

• Bragr: A plugin system for bifrost to 
make it easy to incorporate third-
party code.
https://github.com/bf-plugins/bragr

• Generates a template using 
cookiecutter templating and meson
build system.

BRAGI RECEIVING A REALLY NICE APPLE FROM IDUNN (J. PENROSE, 1890) 
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More Recent Developments

• Autotools build system for core bifrost
codebase.

• Support for MacOS and 
C++17/17/20 features as needed.

• CUDA managed memory support.
• Support for complex 32-bit integers
• cupy interoperability.

Recent Upcoming

• updated UDP capture using ibverbs.
• Inter-server RDMA transfer.
• Support for disk-based rings.

Proposed

• Porting CUDA to HIP (ADACS MAP 
program)
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Major credit to Jayce Dowell + Christopher League for new functionality

Continued work funded through NSF CSSI grant at UNM
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