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ABSTRACT Long term evolution-wireless local area network (LTE-WLAN) aggregation (LWA) has
recently emerged as a promising third generation partnership project (3GPP) Release 13 technology to
efficiently aggregate LTE and WLAN at the packet data convergence protocol layer, allowing uplink traffic
to be carried on LTE and downlink on both LTE and WLAN. This removes all the contention asymmetry
problems ofWLAN and allows an optimum usage of both licensed and unlicensed band for downlink. In this
paper, we present a new feature of LWA, its flow control scheme, which controls how to aggregate downlink
traffic in licensed and unlicensed bands. This aggregation technique exploits user equipment-based flow
control feedback in the form of LWA status reports, and can be expanded to work with any number of
frequency bands and radio technologies. The same concepts apply to 5G networks, although the performance
evaluation provided here is in the context of LTE-Advanced Pro. Simulation results in a typical enterprise
scenario show that LWA can enhance user performance up to 8 times over LTE-only, and 3.7 times over
WLAN only networks, respectively. The impact of the file size and LWA status report frequency on network
performance is also investigated.

INDEX TERMS Cellular networks, long term evolution (LTE), wireless local area network (WLAN),
LTE WLAN aggregation (LWA), flow control, aggregation.

I. INTRODUCTION
Long term evolution (LTE) networks carry a continuously
increasing amount of data driven by the growing number of
worldwide LTE subscribers, which reached nearly 1.5 billion
in 2016. In parallel, radio capabilities are also rapidly evolv-
ing with the development of LTE-Advanced (LTE-A) and
LTE-A Pro, enabling peak data rates of 450Mbps with carrier
aggregation. This fast uptake of LTE in different regions
of the world shows how the demand for mobile broadband
continues to increase, and that LTE and its evolutions are a
successful platform to meet such demand [1], [2].

In order to keep upwith customers needs, cellular operators
around the world are looking with interest at unlicensed
spectrum as a complementary tool to expand the capacity
of their networks and augment their service offering [3].
With a tight integration to operator’s licensed spectrum,
unlicensed spectrum represents a valuable set of new carrier
frequencies available for deployment in small cells [4]. The
simultaneous usage of licensed and unlicensed spectrum
offers the end-users access to a larger bandwidth and
a better performance, e.g., higher (peak) data rates.

Moreover, this heterogeneous spectrum access means that
the licensed spectrum can take over the unlicensed one
to provide quality of service (QoS), if the latter becomes
unusable for any reason, e.g., reduced coverage, interference
from another system or avoidance of, for example, a radar
operating in the band. Therefore, compared to currently
available loose interworking solutions defined by the Third
Generation Partnership Project (3GPP), such as access net-
work discovery and selection function (ANDSF) [5] and
radio access network (RAN)-assisted/controlled LTE-
wireless local area network (WLAN) radio interworking
(RALWI/RCLWI) [6], which entirely switch data bearers
between LTE and WLAN, the tight integration of licensed
and unlicensed spectrum can provide higher data rates and
better QoS guarantees. Tight integration also makes the
access to unlicensed spectrum transparent to the operator’s
evolved packet core, which simplifies the overall network
maintenance by avoiding multiple solutions for network
management, security and authentication.

In order to realise this tight integration, the 3GPP has
recently standardised a set of new features as part of the
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Release 13 of the evolved UTRA (EUTRA) specifications
(a.k.a. LTE-A Pro), i.e., licensed assisted access (LAA) [7],1

LTE-WLAN radio level integration with IPsec tunnel
(LWIP) [6] and LTE-WLAN aggregation (LWA) [6].

Themain difference between LTE-U/LAAandLWIP/LWA
is that LAA uses LTE radio access technology to operate the
unlicensed spectrum, while LWIP and LWA access it through
IEEE 802.11 standards, thus allowing to leverage incumbent
wireless local area network (WLAN) deployments. It is
important to note that the use of unlicensed spectrum carries
some regulatory requirements to allow co-existence [8], such
as being able to detect if a radar system is using the band
or co-exist with other nodes using the band. The latter is
often referred to as listen-before-talk, and implies that it is
not possible to transmit immediately if the intended channel
is occupied. Due to regulations, the allowed transmit power
also varies depending on the region and the part of the band
used. With this in mind and in contrast to LAA, regulatory
requirements are not a concern for LWIP and LWA, since
they access the unlicensed spectrum through already certified
WLAN standards.

With regard to LWIP and LWA, the main difference
between them both in Release 13 is that LWIP supports
downlink switching of internet protocol (IP) flows at the
IP layer (i.e., packets of an IP data flow are transmitted in
the LTE or WLAN link but never in both), while LWA is
able of aggregating packet data convergence protocol (PDCP)
flows at the use PDCP layer (i.e., packets of a PDCP data
flow can be simultaneously transmitted in both the LTE or
WLAN link). The use of a different integration layer, IP
versus PDCP, has important deployment and performance
implications. While the former provides a better performance
more universal solution since it can work with any WLAN
node, the latter may not be as universal but can provide a
larger performance due to its aggregation capabilities. In this
paper, we focus on LWA and its aggregation capabilities.
Please refer to [9] for further details on LWIP and its current
switching capabilities.

Techniques for single/multi-RAT traffic aggregation at the
radio layer have been considered in the literature. The work
in [10] proposes a flow control scheme for LTE dual connec-
tivity (DC) neglecting TCP impacts. An elegant closed form
this solution for LWA traffic splitting is proposed in [11].
However, this solution relies on the knowledge at the LTE
eNodeB of the UE instantaneous transmission, which also
requires rate in WLAN, which is exchanged over the back-
haul, in order to run a joint resource allocation on LTE and
WLAN, which also requires performing a computationally a
new traffic aggregation-based LWA flow control algorithm
and expensive sorting of the active UEs.

In this paper, we present a new traffic aggregation-based
LWA flow control algorithm and user equipment (UE)-based

1LTE-unlicensed (LTE-U) is an industry standard that allows the operation
of LTE-like technology in the unlicensed band [4] in geographical areas
where listen before talk is not mandatory, e.g., United States.

FIGURE 1. Release 13 LWA architecture and main functions.

flow control feedback that i) allows an efficient downlink
traffic aggregation of both licensed and unlicensed spectrum,
ii) leverages the existing feedback to estimate and min-
imise the per-packet delay, thus optimising TCP performance,
iii) can cope with any number of radio links, spectrum
bands, and backhaul latency, and iv) can be applied to other
technologies such as DC or LWIP.

The rest of the paper is organised as follows: In Section II
and Section III, the architecture and the UE-based feedback
framework of LWA Release 13 are introduced, respectively.
In Section IV, the new flow control devised for LWA is
presented. In Section V, simulation results, which show the
performance gain of LWA and the proposed flow control with
respect to LTE only andWLAN only networks, are discussed.
Finally, in Section VI, the conclusions are drawn.

II. LTE-WLAN AGGREGATION (LWA) RELEASE 13
Leveraging the LTE DC bearer-split architecture [12],
LWA supports downlink aggregation at the PDCP layer
and re-uses the PDCP based reordering mechanism intro-
duced for split bearers. In more detail, PDCP protocol
data units (PDUs) of the same IP flow can be indepen-
dently routed by the LTE eNodeB through the LTE and
WLAN links, while the PDCP layer re-ordering mecha-
nism at the UE ensures in-sequence delivery to the upper
layers based on the sequence numbering of each PDU.
Differently from the existing aggregation schemes in the
industry, which mostly occur at the application layer,
e.g., multi-path transmission control protocol (MPTCP), per-
PDCP PDU split in LWApermits to exploit a faster adaptation
to radio and traffic fluctuations in both LTE and WLAN
downlinks, as LWA works at a radio protocol layer, and
benefits from the knowledge of further radio link statistics.
In Release 13, uplink transmissions do not benefit from
aggregation and are only supported on the LTE network.
Release 14, instead, extends the aggregation flexibility in the
uplink direction.

Fig. 1 illustrates the overall architecture of LWA. LWA sup-
ports both co-located and non co-located scenarios. For the
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According to Little’s law, the mean delay � of a packet in
an arbitrary stable queuing system can be computed as � D B

R ,
where B is the mean number of bits in the system, and R is
the mean rate of departure or the throughput of the system.
In our Little’s law queueing system, the bits of a PDCP PDU
enter the queueing system when the eNodeB puts them onto
the lower layer towards, e.g., the LTE or WLAN link, and
leave the queueing system when they have been received by
the UE.

With this in mind, let us define some notation. Let t
denote the time at which a scheduling decision for a PDCP
PDU is made, let PDU size denote the size of the PDCP
PDU, let Xwlatency denote the Xw interface latency, and let
l D [LTE ;WLAN ] denote the type of link.

Moreover, let Bl denote the number of bits-in-flight in
link l, which are the sum bits of the PDCP PDUs passed onto
the lower layer, but not acknowledged yet. In theWLAN link,
the bits-in-flight are acknowledged by the LWA status report,
thus when an LWA status report arrives, the BWLAN is updated
as follows

BWLAN (t) D BWLAN (t0) � ACKWLAN (t); (3)

where t0is the time when BWLAN was updated the last time
before t .
In addition, let Rl denote the expected rate in link l, which

is an estimate of the throughput supported in each link. In the
WLAN link, the expected rate is the ratio between the PDCP
PDU bits acknowledged by an LWA status report, ACKWLAN ,
and the time 1 T in between this LWA status report and the
previous one, i.e.

RWLAN (t) D
ACKWLAN (t)

1 T
: (4)

When link statistics are not available, e.g., no LWA status
report has arrived and thus there is no ACKWLAN information,
or Bl D 0, then RWLAN D RintWLAN , an initialisation value for
the WLAN link.

Similarly, the bits-in-flight in LTE can be acknowledged
by the RLC status reports, and when link statistics are not yet
available RLTE D RintLTE , the initialisation value for the LTE
link.

In the following, we explain how the eNodeB can estimate
the time the PDCP PDU would need to reach the UE when
either link is used.

1) LTE LINK DELAY
Let tLTE denote the point in time when the PDCP PDU
reaches the UE, if the LTE link is selected. Then, dLTE is an
estimate of the delay tLTE � t for the PDCP PDU at time t ,
where

dLTE D
PDU size

RLTE
C
BLTE
RLTE

; (5)

2) WLAN LINK DELAY
Let tWLAN denote the point in time when the PDCP
PDU reaches the UE, if the WLAN link is selected.

Then, dWLAN is an estimate of the delay tWLAN � t for the
PDCP PDU at time t , where

dWLAN D
PDU size

RWLAN
C max(Xwlatency;

BWtoUE
RWLAN

); (6)

where in turn BWtoUE is the number of bits in the considered
Little’s queueing system.BWtoUE is not known at the eNodeB,
but it can be estimated from the bits-in-flight BWLAN by
subtracting an estimate of the number of bits that have been
received by the UE but not acknowledged at the eNodeB yet,
i.e.,

BWtoUE D BWLAN
� min(BWLAN ; (t � tupd C Uulatency) � RWLAN );

(7)

where t is the current time, tupd is the time when the last
UE-based feedback in the form of LWA status report was
received and Uulatency is the time that it takes the LWA status
report to travel from the PDCP layer of the UE to the PDCP
layer of the eNodeB.3 This estimate accounts for non-ideal
backhaul (Xw latency) and potential backhaul congestion,
which would result in increasing delays.

B. PATH SELECTION PHASE
Using the link delay estimates dLTE and dWLAN , the algorithm
can now define a criterion for selecting the shortest path.
A PDCP PDU should be routed via WLAN if and only if

dWLAN � � Xwlatency < dLTE I (8)

Otherwise, it should be routed through LTE.
Note that � is a parameter used to control the fairness

between LWA and non-LWA UEs. If � D 0, the fastest of
the two links is chosen. This minimises the PDU’s RTT and
optimises TCP performance for split bearers. If � D 1, the
algorithm equalises the queueing delays along both paths, i.e.,
if there is no bottleneck in the Xw interface, the algorithm
equalised the load at the air interface of the LTE and WLAN
links.

Let denote by l � the selected link and by d �
l its delay.

C. ROUTING DECISION PHASE
It is important to note that the proposed algorithm should
forward PDCP PDUs to one of the available links as late as
possible in order to keep the amount of PDCP PDU between
the splitting point in the eNodeB and the reordering function
in the UE small. This helps to avoid the following problems:

1) If the available capacity of one of the links suddenly
decreases, e.g., due to changing radio conditions, high
reordering delays will occur at the UE.

2) If the queues overflow, packet discarding will occur
and the reordering function in the UE will stop for-
warding the received PDCP PDUs to the next layer

3Since according to our definition, the bits of a PDCP PDU leave the
queueing system when they have been received by the UE and not when
they are acknowledged at the eNodeB,Uulatency needs to be subtracted from
the WLAN link delay.
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until the reordering timer expires. This interruption
may take several hundreds of milliseconds. For TCP
applications, this will trigger TCP congestion con-
trol mechanisms and may require PDCP or TCP level
retransmissions to recover the discarded packets.

In contrast, there is also the risk that the algorithm
forwards PDCP PDUs too late, leading to link starvation. The
algorithm should avoid cases in which SDUs are queued in
the eNodeB RLC queue, while the WLAN queue runs empty
and its available capacity is not used.

To address these issues, the proposed algorithm will hold a
PDCP PDU at the PDCP layer, and delay its routing decision
to a later point in time, if the expected link delay d �

l of the
selected link l � is larger than a maximum queuing delay limit
dmax , i.e., d �

l > dmax ; Otherwise, it is routed through link l � .
The maximum queuing delay limit dmax has to be defined
properly considering the LWA status report frequency, 1 T ,
the maximum PDCP PDU size, PDUmax

size , the expected rate
on the link l*, Rl� , and the Xw latency if l� D WLAN.
For example, if the LWA status report frequency is kept fix,
when the link throughput is large, more buffering should
be allowed, while when the link throughput is small, less
buffering should be permitted. The maximum amount of data
of a split bearer that can be buffer in the Xw interface is

(Xwlatency C dmax) � RWLAN : (9)

V. SIMULATION RESULTS
In this section, simulation results are presented to validate the
performance of the presented LWA flow control in terms of
downlink capacity and UE throughput performance. The per-
formance evaluation is conducted over an enterprise scenario
of 50m� 120m, where there is an LTE small cell eNodeB
located at the centre of it, and two WLAN APs within it
(see Fig. 3). Most simulation assumptions in terms of
eNodeB, AP and UE deployment as well as antenna gain,
path loss, shadowing and multi-path fading modelling follow
the 3GPP recommendations in [7]. 100 simulation drops are
performed, and in each drop 10 seconds are simulated. Please
refer to [14] for a more complete description of the simulator.

a: LTE eNodeB deployment
The cell, located at the centre of the enterprise, has a transmit
power of 24 dBm and deploys 10MHz in the 1.9GHz band.
No inter-cell interference is assumed. Two omnidirectional
antennas with a 5 dBi gain are considered.

b: WLAN AP deployment
2 WLAN channels of 20MHz in the 5GHz band are
considered, and 2 AP are deployed in the enterprise where the
inter-AP distance is 60m. Each AP has a transmit power of
24 dBm, and selects upon deployment the channel in which
the least load and interference is observed. Two omnidirec-
tional antennas with a 5 dBi gain are considered.

FIGURE 3. Enterprise scenario with one LTE small cell eNodeB
and two WLAN APs.

c: UE deployment
1, 4, 20 or 32 stationary UE are uniformly deployedwithin the
enterprise, where the minimum AP-to-UEs distance is 3m.
Each UE has a transmit power of 18 dBm, and associates
to the eNodeB and the AP with the strongest pilot signal,
provided that the AP pilot is detected at or above � 82 dBm
in the 20MHz channel. Two omnidirectional antennas with a
0 dBi gain are considered, thus allowing 2� 2 multiple input
multiple output (MIMO) transmissions. Fast fading channel
gains are assumed with a UE speed of 3km/h.

d: Services
All UEs use a bidirectional file transfer protocol (FTP)
service (3GPP FTP traffic model 2). The FTP file size is
0.5Mbytes (or 2Mbytes) in the downlink and half of it in
the uplink, while the mean reading time is 0.1 s. Note that
TCP acknowledgments (ACKs) are generated in response to
FTP traffic, where 1 TCP ACK is sent for every 3 TCP data
packets.

Other relevant WLAN parameters are set as follows:
DIFSD 34 � s, SIFSD 16 � s, time slot D 9 � s, TXOPD3ms.

A. BENCHMARKED TECHNOLOGIES
Three system configurations are considered:

1) LTE only: All downlink and uplink traffic is carried by
the LTE small cell eNodeB in the licensed band.

2) WLAN only: All downlink and uplink traffic is carried
by the WLAN APs in the unlicensed band.

3) LWA: Downlink FTP traffic and downlink TCP ACKs
are routed over LTE and WLAN (aggregation mode),
while uplink FTP traffic and uplink TCP ACKs are
routed over LTE according to Release-13 LWA.WLAN
MAC ACKs remain in the WLAN network. This
follows the so-called WLAN Boost configuration prin-
ciple presented in [14] and [15], where WLAN DL
performance are boosted by offloading WLAN UL
traffic to LTE. The LWA flow control presented in
Section IV is adopted.
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