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In this paper, we highlight a potential privacy threat in the current smartphone platforms,
which allows any third party to collect a snapshot of installed applications without the
user’s consent. This can be exploited by third parties to infer various user attributes similar
to what is done through tracking. We show that using only installed apps, user’s gender, a
demographic attribute that is frequently used in targeted advertising, can be instantly pre-
dicted with an accuracy around 70%, by training a classifier using established supervised

learning techniques.

I. Introduction

Smartphone usage and the associated app mar-
ket ecosystem are expanding rapidly. The current
25% — 30% smartphone penetration in the mobile
device market is expected to reach 60% by the year
2019 [18]. The two most popular smartphone oper-
ating systems, Android and iOS, which have a com-
bined market share of 91% [8], reached the one mil-
lion mark in terms of number of apps in their offi-
cial markets in 2013 [28, 10]. Advertising accounts
for 32% of the monetisation from apps [19] and in
year 2014 mobile advertising revenue is expected to
reach $31.45 billion, showing 75% increment [17]
compared to previous year.

Increased app monetisation through advertising
raises multiple privacy and security issues as devel-
opers try to collect user data through over-permission
(i.e., asking for permissions which are not required
for the functionality of the app) and share with third
parties. This information is used to provide person-
lised advertisements, which have a higher likelihood
of catching users’ interest. For example, accord-
ing to Yan et al. [29], behavioral targeted advertise-
ments can significantly improve advertisement click-
through-rates.

Information leakage through over-permission can
be controlled by the users. Users can either control
permissions an app has access to or uninstall the apps
which ask for over-permission. However, in the plat-
forms Android and iOS, the list of installed apps can
be collected by any app developer or an embedded

tracking library without the knowledge of user [12, 4].
This allows third parties to learn a range of informa-
tion about the user instantly, which can be equivalent
to inferences made after a period of data collection
through tracking.

In this paper, we show how a third party can in-
fer smartphone users’ gender by mining a corpus of
apps installed by users. First, we provide a basic char-
acterisation of the differences in app installation pat-
terns between male and female users, using a dataset
collected from over 200 smartphone users. Then, we
convert these differences into features and build a /in-
ear SVM classifier to predict a smartphone user’s gen-
der, given the list of installed applications and show
that accuracy around 70% can be achieved. Finally,
we compare our results with other tracking-based data
sources and show that the snapshot of installed apps
performs comparable given the predictions are instant.

Our results highlight a privacy threat in the current
smartphone ecosystems, as some users are not com-
fortable with disclosing their gender online. For ex-
ample, according to Chaabne et al. [7], 20% of the
Facebook users did not reveal their gender. More-
over, this type of instant inferences can be exploited
by the service providers to quickly verify or assign a
confidence value to user-entered information in smart-
phone apps. A recent study [16], showed that in the
popular online game World of Warcrafts, 23% of the
male users used female avatars, while 7% of the fe-
male used male avatars. There can be multiple rea-
sons for users to give fake information about gender,
with privacy concerns being one of them. Neverthe-



less, unrestricted access to other information such as
installed app lists allows the service providers to iden-
tify users who entered fake information, which may
be undesirable for some users.

The remainder of this paper is organised as follows.
Section II discusses the related work. Section III de-
scribes our dataset and the features used for predic-
tions. Section IV presents the prediction methodol-
ogy and performance of the predictions. Section V
compares our results with prior work and Section VI
concludes the paper.

II. Related Work

The possibility of demographic inference through var-
ious online footprints of the users has been discussed
multiple times [24, 15, 11, 14, 23, 21, 20, 5, 31]. One
such data source is the content and style of writing.
Using a corpus of content obtained from 71,000 blogs
at blogger.com, Schler et al. [23] showed that writing
style related features such as parts-of-speech, func-
tion words, and hyper-links and content-based fea-
tures such as simple content words and special classes
of words taken from the handcrafted LIWC (Linguis-
tic Inquiry and Word Count) [22] categories can be
used to predict the writer’s gender and age.

Similarly, Schwartz et al. [24] showed how the lan-
guage in Facebook status update messages can be ex-
ploited to predict user demographics, age and gen-
der as well as user’s personality using differential lan-
guage analysis. Otterbacher et al. [21] predicted the
gender of the authors of IMDB movie reviews based
on stylistic and content features.

Another source of data used for demographic pre-
diction is the web browsing patterns. Hu et al. [14]
used data on page clicks from a major website to pre-
dict age and gender of the users, through a Bayesian
framework. Goel et al. [11] used one-year client-side
browsing history of 250,000 users to predict user’s
age, gender, race, education, and income through [lin-
ear Support Vector Machines.

Bi et al. [5] predicted age, gender, religion, and po-
litical views of the users based on search queries using
models trained from Facebook likes. Ying et al. [31]
used behavioral features in the likes of application us-
age, SMS usage, voice call usage, and environment
features in the likes of number of Bluetooth and WiFi
devices detected per day on mobile phones to predict
demographics such as gender, age, and relationship
status.

In prior work [26], we developed a framework to
identify user traits such as languages spoken and re-

lationship status through the presence of individual
apps. However, this method does not work for gen-
der as it cannot be directly associated to the presence
of individual apps. To the best of our knowledge, this
paper presents the first attempt to predict smartphone
users’ gender, solely based on installed apps.

III. Dataset & Feature Engineering

We collected a dataset of installed apps and the corre-
sponding user demographic attributes through an An-
droid app [25]. When installed, this app uploads the
list of user installed apps to a server and generates a
random identifier. User installed apps are differenti-
ated from system installed apps using the system flag
provided in Android developer API which identifies
the apps came with the system image [2].

The app was distributed among volunteers and
users recruited via Amazon Mechanical Turk [1].
These users installed the app and answered a brief
questionnaire about demographic attributes such as
gender and age together with the random identifiers
so that the questionnaire output could be correlated
with the collected app list.

Out of 218 users who provided an answer to gen-
der, 131 (= 60%) users were male and 87 users were
female. In total, there were 4167 unique apps and
on average each user had approximately 40 user in-
stalled apps in their smartphones. For each applica-
tion, we queried official Android app market, Google
Play Store and collected the metadata of the apps such
as price, category and the app description. In the next
subsections, we define and characterise various fea-
tures that can be used to predict user’s gender using
list of installed apps.

ITII.A. Numeric Features

Figure 1 shows the cumulative distribution function
(CDF) of the number of user installed apps for each
gender. No significant differences can be found be-
tween the two genders as the two graphs closely fol-
low each other.

Figure 2 shows the total cost of the user installed
apps. We observe that male users tend to have more
paid apps than female users. For instance, approxi-
mately 70% of the female users had no paid apps in-
stalled while the corresponding value is only 50% for
male users. However, when the money spent increases
the difference in the gender distribution decreases. For
example, the users who spent more than AUD$11.00,
are equally likely to be male of female.
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Figure 1: Cumulative distribution of the number of
apps installed by the users
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Figure 2: Cumulative distribution of the total cost of
the apps installed by the users

III.B. Category-based Features

Google Play Store categorises apps into 30 categories.
For each app in our dataset, we queried Google Play
Store and obtained the assigned app category. Then
we tried to identify the categories that show a high
difference in popularity between the two genders. We
calculated the discrete entropy for each app category
with respect to gender. Since we have more male users
compared to female users, for the entropy analysis and
for the succeeding subsections, we under-sampled the
male users to match the number of female users.
Figure 3 shows the 5 app categories with lowest en-
tropy for gender (i.e. highest difference in popularity
between genders) and Figure 4 shows the 5 app cat-
egories with highest entropy. As can be seen from
Figure 3, categories Libraries & Demos and Sports
Games are more popular among male users while the
category Casual is more popular among female users.
Categories such as Personlisation, Racing and Social
are equally popular between both the genders. To con-

vert these observations to features related to individ-
ual users, we selected the percentage of apps in each
category as the features representing individual users.
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II1.C. Item-based Features

Individual apps showing lowest entropies according
to gender are shown in Figure 5. Since there were a
large number of apps in our dataset, for this analysis
we selected only the apps, that have been installed by
at least 10% of the users.

Notice that certain apps show a strong tendency to-
wards one gender. For example, apps such as Google
Translate and Reddit is fun are more popular among
male users while the apps such as Pinterest and Ibotta-
Cash are more popular among female users. Some
of these observations corroborate market reports pub-
lished on app popularity among the genders. For ex-
ample, according to [27] 83% of the users of the photo
sharing app Pinterest are female, and 97% of the fans



[Adj(m") > Adj(J) | Adj(J") > Adj(m")

Male 80.92% 14.50%

Female 32.18% 63.22%

Table 1: Adjacency matrix
(m* - Male and f* - Female)

of Pinterest’s Facebook page are female. According
to [6] around 80% of the users of the game Candy
Crush Saga are female. We selected the presence or
absence of the top-10 apps showing the lowest entropy
as features to represent individual users.

To represent the users in a more generalised man-
ner, we calculated a gender adjacency for each user
for the two genders following a similar approach to
the Bayesian framework proposed by Hu et al. [14]
for web pages. First, for each app, a; installed by
more than 10% of the population, we calculated the
probability of a user having that app being male or fe-
male, i.e. p(c;|a;) where ¢; € {male, female}. Then
we calculated gender adjacency, Adj(c;) for each user
assuming the app installations are independent, i.e.
Adj(c;) H,fil p(cila;), where N is the number of
overall popular apps (apps installed by more than 10%
of the population) available in user’s list of apps.

Table 1 shows the adjacency matrix for both female
and male users. As can be seen, for approximately
81% of the male users, male adjacency is high com-
pared to female adjacency. Only 19% male users had
female adjacency higher than male adjacency. How-
ever, female adjacency is not a strong indicator for
female users, as only 63% of the female users had
female adjacency higher than male adjacency. Ap-
proximately 4.6% of users in each gender did not have
any of the overall popular apps installed and for those
users gender adjacency could not be calculated. We
selected both male adjacency and female adjacency
as features to represent users.

III.D. Content-based Features

Google Play Store uses only 30 categories to cate-
gorise all the apps and therefore an app category can
cover a broad range of topics. For example, app cate-
gory Lifestyle can contain apps belonging to a range of
topics such as real estate, religion, cookery or beauty
care. We try to further narrow down these categories
using content-based features.

For each app, we obtained the app description text
provided by the app developer that usually explains
the functionality of the app. We then represented each
user as a concatenated text of the descriptions of all
the apps installed on the phone. We selected only the
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Figure 6: Top-50 words with highest information
gain with respect to gender

apps with English app descriptions using the Detect
Language API [3].

We then applied standard text mining techniques,
specifically stop word removal, change to lower case,
and stemming to preprocess the data. From the total
collection of documents (one document for each user)
we first identified the terms, which are present among
at least 10% of the population. Then we selected top
n terms, n € {100, 1000}, when the terms are ranked
according to the value of information gain [30].

We calculated the #f-idf weights for the selected
terms and used those as features to represent each
user. Figure 6, visualises the top-50 words having
the highest information gain with size being propor-
tional to the value of information gain. As the fig-
ure illustrates, there are terms which are only popular



Table 2: Performance of the classifiers
NB*: Naive Bayes, SVM*: Support Vector Machines

Feature type | Classi. | Accuracy | AUC
Numeric NB 0.493 0.499
SVM 0.602 0.500
Catesor NB 0.618 0.689
ategory SVM 0715 | 0.693
Item NB 0.635 0.695
SVM 0.679 0.640
NB 0.663 0.722
Content (100) SVM | 0641 | 0.646
NB 0.687 0.740
Content (1K) SVM | 0680 | 0.686
NB 0.650 0.698
Category+Item SVM | 0683 | 0667
B . .74
Category-+Content (1K) SI:I/M ggg? g 688
Category-+Item-+Content (1K) SI;I/]?V[ gggg gzgg

among users in one gender. For example, terms net-
work and rss are popular among male users, whereas
terms decor and pregnanc are more popular among
female users.

IV. Methodology & Results

From the total dataset, we randomly selected 50% of
user data for training and 50% for testing. To measure
an average classifier performance, we built 5 training
and testing set pairs by sampling the original dataset.
Then, we represented each user as a feature vector us-
ing the features mentioned in Sections III.A to III.D.
To address class imbalance, we randomly under sam-
pled the majority male user class to match the size of
the female user class in the training set.

We trained naive Bayes and linear kernel SVM
(Support Vector Machine) classifiers [9] using the ma-
chine learning tool Weka [13] using individual cate-
gories of features as well as feature categories in com-
bination. Table 2 summarises the performance of the
classifiers observed over the 5 samples.

The results show that numeric features alone do
not perform better than the random classification, as
the AUC (Area Under the Curve) values are approx-
imately around 0.5. Category-based features show
higher performance under the SVM model achieving
72% accuracy and 69% AUC values.

Item-based features perform better compared to
random prediction; however, they do not outperform
category-based features. From the content-based fea-
tures, selection of more terms (1K) performed better
compared to the selection of lower number of terms.
Combining features did not provide a significant per-
formance improvement. For example, combining
other feature categories with content-based features

Table 3: Classifier Performance
Category + Content(1K)

Sample | Gender | Precision | Recall | AUC | Accuracy

AR AR
ARk iR
AEAR AR
EEAN A EAR AT
AEAE IR

(1K) did not improve the performance significantly;
indicating content-based features are the most influ-
ential features deciding the classifier performance.

To explore further, we selected the naive Bayes
classifier built using Content (1K)+Category features
as the best performing classifier as it has the highest
classifier performance and accuracy and analysed its
performance in detail. Table 3, shows the accuracy,
precision, recall, and the AUC of the selected classi-
fier over the 5 samples.

According to Table 3, 3 samples showed over 70%
accuracy. Across all samples a precision over 70%
could be achieved for male user prediction with a re-
call varying between 62% —77%. Precision for female
users varied between 53% — 67% with a recall varying
between 51% — 81%. The performance of the classi-
fiers can be considered as moderate, as they perform
better compared to the random classification, and do
not show very high accuracy.

V. Discussion

We showed using a single snapshot of installed apps;
gender of smartphone users can be predicted with an
accuracy around 70%. In this Section, we compare
our results with other online data sources that can be
used for predicting the gender of the users.

In Table 4, we compare our results with the work of
Hu et al. [14] in terms of precision and recall. Perfor-
mance of our classifier was lower than the classifier
built based on users’ web page clicks. However, pre-
diction of male users showed a close precision value
only at a 10% drop in recall. Hu et al. used a one-week
long dataset, whereas we used only a single snapshot
of installed apps.

Table 5, compares our work with prior research,
such as study of Facebook likes [15], language style
in Facebook status updates [24], search queries [5],
client side web browsing logs [11] and mobile phone
usage monitoring [31]. Our method’s accuracy is sim-



Table 4: Performance comparison
Apps (Category + Content — 1K) vs. web page

clicks
Related Work | Gender | Precision | Recall
Weppage cicklogs 141 | gl | gdos | o7so
Apps - Category+Content (1K) Ftﬁlze 82(6)1 8;8;

Table 5: Performance comparison
Apps (Category + Content — 1K) vs. other data
(NA* - Result of the performance metric not
available)

Related Work | Accuracy | AUC

Facebook likes [15] NA* 0.93
Facebook status updates [24] 91.9% NA*
Search queries [5] NA* 0.803

Client side browser history [11] ~ 75% ~ 0.85
Mobile phone usage & environment [31] | ~ 82-85% NA*
Apps - Category+Content (1K) 70% 0.74

ilar to techniques using client side browser history.
Further the performance is close to the performance
of search query and mobile usage monitoring. A dif-
ference of approximately 12% — 15% in accuracy with
the mobile usage monitoring method is interesting as
monitoring usage activities on a mobile phone is a re-
source intensive task and considered as violating user
privacy.

Comparisons show that in the smartphone context,
the use of a snapshot of installed apps to predict gen-
der provides performance comparable to other data
sources and methods that require much richer datasets
collected by tracking user activities over a period of
time or collecting more intrusive personal data such as
Facebook likes or status updates. We believe access to
a much larger dataset of the users’ installed apps and
the corresponding ground truth of gender will enable
higher classifier performance as more advanced fea-
tures can be generated. Moreover, it might be possible
to infer other user attributes such as age, ethnicity, and
income level following a similar method.

VI. Conclusion

This paper provided insights on various features re-
lated to installed apps on a smartphone, which can
be used to predict the gender of the user. Using a
dataset of over 200 smartphone users, we showed that
by only observing a single snapshot of installed apps,
it is possible to predict gender of the smartphone user
with an average accuracy of approximately 70%. We
compared our results with other data sources used for
gender prediction, which involve data collection for

longer periods and/or require more personal data from
users such as Facebook likes or their social media sta-
tus updates. We showed that through a single snapshot
of apps we could achieve comparable results to longer
and more intrusive inference techniques.
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