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Abstract

Climate influencesmarine ecosystems on a range of time scales, fromweather-scale (days)
through to climate-scale (hundreds of years). Understanding of interannual to decadal
climate variability and impacts on marine industries has received less attention. Predict-
ability up to 10 years ahead may come from large-scale climate modes in the ocean that
can persist over these time scales. In Australia the key drivers of climate variability affecting
the marine environment are the Southern Annular Mode, the Indian Ocean Dipole, the El
Niño/Southern Oscillation, and the Interdecadal Pacific Oscillation, each has phases that
are associated with different ocean circulation patterns and regional environmental vari-
ables. The roles of these drivers are illustrated with three case studies of extreme events—
a marine heatwave in Western Australia, a coral bleaching of the Great Barrier Reef, and
flooding in Queensland. Statistical and dynamical approaches are described to generate
forecasts of climate drivers that can subsequently be translated to useful information for
marine end users making decisions at these time scales. Considerable investment is still
needed to support decadal forecasting including improvement of ocean-atmosphere
models, enhancement of observing systems on all scales to support initiation of forecast-
ing models, collection of important biological data, and integration of forecasts into deci-
sion support tools. Collaboration between forecast developers and marine resource
sectors—fisheries, aquaculture, tourism, biodiversity management, infrastructure—is
needed to support forecast-based tactical and strategic decisions that reduce environ-
mental risk over annual to decadal time scales.

1. INTRODUCTION
1.1 Climate Drivers and Their Marine Impacts

In the last few centuries, there have been major disruptions of marine eco-

systems by extreme environmental conditions. Prominent examples include

fluctuations related to the El Niño/Southern Oscillation (ENSO) which

caused South American Peruvian fisheries failures (Bakun and Broad,

2003) noted first in the 16th century (Garcia-Herrera et al., 2008), and more

recently with the 1972/73 event (Valdivia, 1978). This event caused an

intrusion of warm, nutrient-poor water from the vicinity of the equator

southward along the coast of Peru, resulting in the collapse of anchovy catch

from 13 to 2 million tonnes, and in addition to fisheries, impacted a range of

dependent seabird and marine mammal populations. The water was more

than 8°C above average in some regions (Glantz, 2001).
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The 1972–73 event clearly merits a place in the yet to be created El Niño ‘Hall of
Fame’ as the event that energized the oceanographic, atmospheric and biolog-
ical research communities and also prompted some of the first papers on the
societal impacts of El Niño (Glantz, 2001).

More recently, Mantua et al. (1997) noted widespread environmental

changes related to interdecadal climate variations in the Pacific. Dramatic

shifts in a variety of terrestrial and marine ecological factors in western North

America coincidedwith the changes in the state of the ocean environment in

the late 1970s which led to rapid changes in the production levels of major

Alaskan commercial fish stocks of Alaskan pink and sockeye salmon

(Beamish and Bouillon, 1993; Hollowed and Wooster, 1992; Litzow

et al., 2014). Similar climate relationships have been observed for salmon

populations in Washington, Oregon, and California as well as populations

of demersal fish, crabs, and shrimp (Cloern et al., 2010; Litzow et al.,

2014) associated with interdecadal climate variability, the Pacific Decadal

Oscillation (PDO) in the northeast Pacific. It is now known that patterns

of ocean variability on basin scales persist for some time—from a season

to a decade or more. These patterns are known as climate phases and are

associated with, for example, warmer or colder water, increased storminess,

and changes in upwelling. The transition of the drivers to different phases is

accompanied by changes in the average and extreme values in atmospheric

and oceanic variables such as winds, sea surface temperature (SST), salinity

and thermocline depth at regional scales, and shifts in stock productivity

(Klaer et al., 2015). The periods of these phases occur over durations of

six months to a decade—this time period is often seen as too difficult to

forecast, as it represents transition from ‘weather’ prediction to decadal

variability (Goddard et al., 2012).

Knowledge of the probability of future extreme events can be usefully

applied to reduce risks to humans and support adaptation planning. Unfor-

tunately predicting the future at yearly to decadal time scales is difficult.

There are, however, some natural advantages that may assist ocean forecast-

ing at these time scales. As the oceans absorb much of the solar energy that

reaches earth they are a significant influence on Earth’s weather and climate.

Relative to the atmosphere the oceans lose heat much more slowly produc-

ing effects over seasonal to decadal time scales.

This ‘decadal’ time scale also corresponds with the practical time scales

for which many policy, investment, and management decisions are being

made. In order to manage risk on such practical time scales, we need to

improve our skill at predicting climate and its impacts over the same period.
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For example, the ability to vary the price of tuna day fishing licences

depending on future El Niño state would contribute to the financial stability

of Kiribati (Bell et al., 2013), knowledge on increased likelihood of cyclones

would aid disaster management in Solomon Islands and Vanuatu

(Cvitanovic et al., 2016), and information on environmental links to stock

abundance would enhance fisheries in Australia (Fulton, 2011). Because of

the importance of climate variability to economic and environmental well-

being, these time scales are critical for decisions on marine infrastructure and

resilience planning. For coastal aquaculture, similar strategic and long-term

investment decisions are made over this time frame where climate variability

affects local conditions. In the tourist sector the change in marine ecosystems

has major implications for regional employment and infrastructure.

The climate phases, as in the historical ENSO events, can lead to

extremes of SST challenging the biological tolerances of species in the prev-

ailing marine environment. For example, the variability of ENSO provides

dramatic impacts on tuna abundance between the western Pacific and the

cooler nutrient-rich waters of the eastern equatorial Pacific, which is a prime

feeding area for tuna (Lehodey et al., 2008). The change in tuna abundance

means large changes in gross revenue between Pacific Island economies in

the western Pacific compared with those in the central and eastern Pacific

(Bell et al., 2013). The Interdecadal Pacific Oscillation (IPO) modulates

ENSO phases (El Niño and La Niña) on decadal time scales. Thus, the

IPO may move the ‘climate’ regime from one phase to another.

Changes in ocean climate continue to have large environmental and eco-

nomic impacts, as we show in three case studies in Western Australia (WA),

the Great Barrier Reef (GBR), and coastal Queensland. The case studies of

the marine heatwave (MHW) in WA, coral bleaching of the GBR, and

flooding in Queensland illustrate the impacts of the various climate drivers

that effect Australia on the marine environment. The understanding of the

climate drivers in Australia (eg, Risbey et al., 2009), and the forecasting of

these can then be used to anticipate on seasonal climate time scales and the

information generated can be used in decision support tools for marine

applications. The principle of clear understanding of climate drivers in

Australia can be used to understand climate drivers in any region. For exam-

ple, theNorth Atlantic Oscillation (NAO) has definite impacts on the winter

climate of Europe and beyond (Rodwell et al., 1999). Forecasts of the NAO

(Scaife et al., 2014) can be used to then used to anticipate aspects of North

American and Europeanwinter climate. Oceanic conditions aroundwestern
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Europe can be then applied to estimate stock abundance (Brander and

Mohn, 2004).

Decadal forecasting has the potential to reveal changes relevant to marine

ecosystems and predict the impacts on sectors such as fisheries and coastal

infrastructure, and to support strategic and investment scale decisions made

by these sectors. For Australian fisheries, where ocean conditions affect stock

abundance (Fulton, 2011; Hobday et al., 2011; Wayte, 2013), this impacts

on the presence, or absence, of a fishery with associated investment in fishing

vessels and infrastructure.

1.2 Extreme Events: Biological Tolerances and Impacts
There is an extensive literature that considers the risk of extreme events to

human systems and ecosystems and how they may change due to climate

change, including a recent special report of the Intergovernmental Panel

on Climate Change (IPCC, 2012). One of the clear influences of climate

drivers on marine systems is expressed via extreme events. The occurrence

of a climate variable above (or below) a threshold value near the upper

(or lower) end of the distribution of observed values of the variable is an

extreme event. For simplicity, both extreme weather events and extreme

climate events are referred to collectively as ‘climate extremes’ (IPCC,

2012). Climate extremes have normally been related to terrestrial and

human systems, and therefore are related to temperature (heatwaves, frosts,

extreme temperature both high and low), precipitation (high intensity rain-

fall, floods, hail snowstorms, droughts) and storms.

Under long-term climate change, changes in the mean value of climate

variables over time are expected, as are changes in the variability or the dis-

tribution of values, all of which alter the frequency of extremes. For exam-

ple, a simple shift of the entire distribution toward a warmer climate

increases the frequency of extreme high temperatures, whereas increased

temperature variability with no shift of the mean increases both high and

low temperature extremes. Finally alteration of the shape of the distribution

with, for example, an increased asymmetry towards the hotter part of the

distribution increases the frequency of high extreme temperatures

(Fig. 1). The different phases of large-scale climate drivers such as ENSO

and PDO are also associated with different distributions of regional climate

and oceanic variables, such as sea level (Holbrook et al., 2011) and temper-

ature (Holbrook and Bindoff, 1997).
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Much of the available research on climate extremes is based on the use of

so-called ‘extremes indices’ (Zhang et al., 2011). These indices are based

either on the probability of occurrence of given quantities or on absolute

or percentage threshold exceedance (relative to a fixed climatological

period), but also include more complex definitions related to duration,

intensity and persistence of extreme events. Therefore an event can be

extreme as a result of the duration, intensity (magnitude above a reference

value), spatial extent and timing (Perkins and Alexander, 2013). Unfortu-

nately the definition and measurement of heat extremes can be ambiguous

and inconsistent, generally being specific to only the group affected, or the

respective study reporting the analysis. While MHWs are most commonly

reported in the oceanic environment, extremes can also include excursions

Fig. 1 (Upper) There is a near-linear increase in growth with temperature over a mid-
range in temperatures for fish and microalgae, bounded by the lower critical temper-
ature (TCL) (°C) and pejus temperature (TP). At temperatures above the growth tolerance
limit (>TP), growth rate declines with increasing temperature to the upper critical tem-
perature (TCU) after which growth ceases. (Lower) Distribution in temperature range for
two states of a hypothetical climate driver. In phase A the mean and high extremes are
lower than in phase B. An example species environmental temperature range is indi-
cated by the blue (grey in the print version) bar. (Upper) Adapted from Neuheimer,
A.B., Thresher, R.E., Lyle, J.M., Semmens, J.M., 2011. Tolerance limit for fish growth exceeded
by warming waters. Nat. Clim. Chang. 1, 110–113. Thompson, P.A., 2006. Effects of temper-
ature and irradiance on marine microalgal growth and physiology, In: Subba Rao (Ed.),
Algal Cultures, Analogues of Blooms and Applications. Science Publishers Inc., Enfield,
New Hampshire, 571–638.
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from usual values in oxygen, salinity, pH, bottom temperatures, rainfall, and

winds (Brodeur et al., 2005; Zinke et al., 2015).

Despite awareness of these events, there is variation in how the physical

processes are characterized.With regard to heatwaves, both atmospheric and

marine researchers use a range of definitions to describe events, which has

complicated comparative work. To address these issues for one type of

marine extreme event, Hobday et al. (2016a) developed general definitions

for MHWs. They propose that a prolonged discrete anomalously warm

water event can be described by consistent measures of duration, intensity,

and rate of development. In parallel with definitions of atmospheric

heatwaves (Perkins and Alexander, 2013), Hobday et al. (2016a) suggest a

definition of a MHW as an event that lasts a minimum of five days where

temperatures are warmer than the 90th percentile value based on a 30-year

historical baseline period. This definition recognizes that a MHW can occur

at any time of year, and even extreme temperature events in a cool season

can disrupt some biological communities (Hobday et al., 2016a). Although

this minimum duration for defining these extreme events may seem short, in

the marine environment once temperatures exceed such a threshold,

MHWs invariably last for longer durations (Pearce and Feng, 2013). For

example, unrelated extreme events in Australia lasted in the order of four

weeks in 2011 and caused ecological impacts over wide areas of Western

Australia (Feng et al., 2013) and the GBR (Marshall et al., 2013).

Extreme events lead to extreme impacts on species and ecosystems only

when conditions are outside the bounds of typical or normal variability tol-

erated by species (Smith, 2011), for instance when individual physiological

tolerance thresholds are exceeded (Neuheimer et al., 2011; P€ortner et al.,
2014). By way of example, most marine organisms including fish are ecto-

therms or ‘cold-blooded’, thus environmental temperature determines their

rate of growth and development. However, as in southern rock lobsters,

Jasus edwardsii (Punt et al., 2006), net positive growth is bound by a lower

temperature where there is no growth and an upper maximum, or pejus

temperature (TP), above which the growth rate decreases to zero (as cardiac

output cannot keep pace with increased metabolism) (Fig. 1, upper). Further

temperature increases lead to growth termination, anaerobic respiration,

protein denaturation, permanent inactivation of enzymes, and eventual

death. Temperature thresholds and tolerances are species-specific

(Neuheimer et al., 2011). For fish species the environmental range for

BandedMorwong is 11–18°C in the Tasman Sea withTP!18°C;Northern
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Anchovy 8–24°CwithTP!24°C in the California Current (Brewer, 1976);

Sole 3–22°C with TP!22°C in the North Sea (Rijnsdorp et al., 2009).

Temperature exerts a similar fundamental control over microalgae

(Eppley, 1972; Thompson, 2006) and other plankton (eg, Bijma et al.,

1990; Lombard et al., 2009) where growth is also only possible within a rel-

atively limited range. Over a given temperature range growth increases to a

maximum, then above a critical temperature decreases quite rapidly to zero.

For individual marine species the temperature range over which growth is

possible is much less, with cosmopolitan and temperate species typically hav-

ing a range of!30°C (eg, very low growth at 5°C and zero growth at 35°C),
while for some polar species the range may be <10°C (Fiala and Oriol,

1989). Phytoplankton community responses to changes in temperature

thresholds depend on the relationship between temperature and growth

for the species in the particular ecosystem (Boyd et al., 2013). The shape

of the tolerance curves can vary from the idealized version shown in

Fig. 1 (upper) but in general, as for fish species, there is an abrupt transition

from maximum growth to death. This abrupt transition is the likely cause of

the very large rise in endosymbiotic dinoflagellate death rates and coral

beaching that occur with a relatively small increase in water temperature

(Tchernov et al., 2004).

The frequency of extreme events that may exceed biological thresholds is

related to the state of the ocean and atmospheric systems. For example, when

climate drivers such as ENSO change their phase (Fig. 1, lower), the fre-

quency distribution of environmental variables (eg, temperature, sea level,

wind speed, salinity) can also change, which affects both the mean value

and probability of extreme values. In the illustrated case with the mean tem-

perature increase from Phase A to B, there is a large increase in frequency of

high temperatures above theTP which will be beyond the tolerance range of

the particular species. Although biological conditioning (acclimation) can

occur for low temperature extremes (Black, 1953; Brett, 1941, 1944), this

does not occur at high temperature extremes when temperatures exceed the

upper critical temperature. For high temperature extremes the duration

above the threshold is the most important factor (P€ortner et al., 2014).

The width of environmental range, or thermal window, varies across life

stages of marine species, from egg and larval to adult stages (P€ortner
et al., 2014). Thus, extremes above some threshold value can limit one life

stage with overall population impacts.

There is early documentary evidence that climate drivers have led to

Australian climate extremes since European settlement in the 18th and
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19th centuries. Nicholls (1988) has shown that between 1788 and 1841,

occurrence of Australian droughts match well with El Niño events in South

America. The impacts on Australian society are substantial: the 1982/83

drought was estimated at $AUD 3 billion (Allan and Heathcote, 1987) as

it caused crop failure, reduced farm cash surplus ($AUD1.1 billion), reduced

national employment (2%, 100,000 jobs) and contributed to conditions that

were favourable for a severe dust storm and widespread bush fires, the latter

of which covered 500,000 hectares and caused property damage worth $400
million. The focus of this chapter is the range of impacts in the ocean caused

by marine extremes.

1.3 Outline of Review
In the following sections of this review, we review, analyse, and describe

the climate drivers (key drivers of climate variability across the continent

and marine situation at different times of the year) that affect the Australian

marine environment, especially those that couple with oceanic drivers

(ocean climate patterns of variability). We illustrate the effects of these

climate drivers in three Australian case studies in Western Australia, the

GBR and coastal Queensland that show regional impacts on physical, bio-

logical, and dependent human systems. Forecasts of these drivers (and their

phase) and the resulting probability distribution of regional variables such as

temperature and wind speed may reduce the impacts if proactive planning is

possible. Forecasting methods based on persistence, statistical forecasting,

and dynamical modelling with application to the Australian region are dis-

cussed. We then assess future directions to improve seasonal to decadal fore-

casting. This is important because the next decade will likely be ‘the critical

decade’ in terms of climate change (Meinshausen et al., 2009) as key deci-

sions are required to slow global warming as well as adapt to variability and

extremes arising from the climate and oceanic drivers.

2. CLIMATE DRIVERS

There are multiple important climate and oceanic drivers that affect

the marine environment in the Australian region on monthly to seasonal

to decadal time scales. These include the SAM (Karoly et al., 1996), the

Indian Ocean Dipole (IOD) (Saji et al., 1999), ENSO (Troup, 1965),

and the IPO (Power et al., 1999). Other large-scale climate drivers such

as the North Pacific Gyre Oscillation (NPGO) and NAO have more limited

impact in Australia. The principles we discuss here are applicable to drivers
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in any region. Important drivers of Australian ocean climate can have a direct

local impact or a remote ‘teleconnection’ to a region via the large-scale

atmospheric and oceanic circulations (eg, Castillo-Jordán et al., 2016).

We outline some of these behaviours and impacts in the following section,

including the occurrence of extreme events.

2.1 Southern Annular Mode
The SAM is the leading mode of atmospheric variability south of 20°S
(Karoly et al., 1996; Thompson and Wallace, 2000; Trenberth et al.,

2005). It appears at all time scales from daily to interannual, and consists

of a fluctuation in atmospheric pressure between the Antarctic region

and the southern mid-latitudes. In the positive phase of the SAM anom-

alous low pressure occurs over Antarctica. The mid-latitude westerly wind

maximum and the tracks of extra tropical storms (Kidston and Gerber,

2010; Yin, 2005) also shift towards the pole during the positive phase of

the SAM, and towards the equator during the negative phase. In recent

years, a high positive SAM has dominated during the austral autumn–
winter and has been associated with a systematic regime transition in

the Southern Hemisphere mid-tropospheric circulation post the late

1970s with a stronger and more zonal flow to the mid-latitudes winds

(O’Kane et al., 2013b).

Thus, a negative SAM results in more (or stronger) storms and low pres-

sure systems over southern Australia. Conversely a positive SAM results in

storms tracking more to the south and weaker storms off the oceans to the

south of Australia (Fig. 2A). Using station-based observations of temperature

and rainfall to identify the influence of the SAM on land regions over the

whole of the Southern Hemisphere, Gillett et al. (2006) note that the pos-

itive phase of the SAM is associated with a significant cooling over Antarc-

tica and much of Australia and significant warming over Tasmania and the

south of New Zealand, and these trends were also noted by Thompson et al.

(2011). Freitas et al. (2015) have shown that these occurrences have led to

positive SST anomalies in the oceans below about 40°S. The time series

(Fig. 3A) shows a clear increase. Extreme negative seasons tend to be earlier

in the record (1957, 1964, 1976, 1988, and 2002) and positive seasons more

latterly (1959, 1993, 1998, 1999, and 2010). More of the negative extremes

occur in the austral spring and summer, with positive extremes more prev-

alent in winter.
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2.2 Indian Ocean Dipole
The IOD is a coupled ocean and atmosphere phenomenon in the equatorial

Indian Ocean that affects the climate of Australia and other countries that

surround the Indian Ocean basin (Saji et al., 1999). It is a pattern of internal

ocean variability with the positive phase characterized by anomalously low

SST off Sumatra and high SST in the western Indian Ocean, and vice versa

A B

C D

Fig. 2 Spatial ‘maps’ of the dominant modes of the four drivers. (A) Leading empirical
orthogonal function (EOF) of monthly sea-level pressure depicting the Southern Annu-
lar Mode (SAM). (B) Composite monthly sea surface temperature (SST) anomalies from
September to October depicting the Indian Ocean Dipole (IOD). (C) Leading EOF of SST
in the domain 20°S–20°N, 120°E–60°W depicting cold-tongue ENSO. (D) Leading mode
of singular value decomposition analysis of low-pass filtered seasonal average SST
anomalies, after removal of the global mean SST, depicting the Interdecadal Pacific
Oscillation (IPO).
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for the negative phase, with accompanying wind and precipitation anoma-

lies. The IOD is commonly measured by an index that is the difference

between SST anomalies in the western (50°E to 70°E and 10°S to 10°N)

and eastern (90°E to 110°E and 10°S to 0°S) equatorial Indian Ocean.

A positive IOD period is characterized by cooler than normal water in

the tropical eastern IndianOcean andwarmer than normal water in the trop-

ical western Indian Ocean. A positive IOD SST pattern has been shown to

be associated with a decrease in rainfall over parts of central and southern

Australia. A negative IOD year is characterized by warmer than normal

water in the tropical eastern Indian Ocean, near Indonesia, and cooler than

normal water in the tropical western Indian Ocean, near Africa (Fig. 2B).

A negative IOD SST pattern often results in an increase of rainfall over parts

of Australia (Risbey et al., 2009).The time series fluctuates between positive

and negative phases (Fig. 3B). Extreme positive seasons are at the beginning

of the record and in the 1990s (1961, 1962, 1995, and 1998) with only a

couple of negative seasons (1986, 1997). The dominant months for extreme

IODs and positive seasons occur more latterly (1959, 1993, 1998, 1999, and

2010). The months July–September are the most important, with few

extremes at other times of the year.

A B

C D

Fig. 3 Seasonal time series of (A) the Southern Annular Mode (SAM), (B) the Indian
Ocean Dipole (IOD), (C) the Niño 3.4 index, and (D) the Interdecadal Pacific Oscillation
(IPO). Note that the start dates of each panel differ. Colours (different shades of grey in
the print) indicate the season, as indicated in the legend on the first panel.
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Seasonal phase locking is an important characteristic of the IOD time

series. Thus significant anomalies appear around June, intensify in the fol-

lowing months and peak in October Saji et al. (1999) show that cool

SST anomalies first appear in the vicinity of the Lombok strait byMay–June,
accompanied by moderate southeasterly wind anomalies in the southeastern

tropical Indian Ocean. The cold anomalies intensify and appear to migrate

towards the equator along the Indonesian coastline, while the western trop-

ical Indian Ocean begins to warm up. Zonal wind anomalies along the

equator and alongshore wind anomalies off Sumatra intensify together with

the SST dipole. A dramatically rapid peaking of these features occurs in

October, followed by a rapid demise.

2.3 El Niño/Southern Oscillation
The ENSO phenomenon is the principle source of interannual global cli-

mate variability. This highly coupled ocean-atmosphere phenomenon is

centred in the tropical Pacific. El Niño/Southern Oscillation has significant

climate and societal impacts both within the region and, through

teleconnections, to many distant parts of the world (Glantz, 2001;

McPhaden, 2004; McPhaden et al., 2006; Trenberth, 1991; Trenberth

et al., 2007; Troup, 1965). El Niño/SouthernOscillation fluctuates between

two phases, El Niño and La Niña, which disturb the normal Pacific atmo-

spheric and oceanic circulations.

During El Niño events, the easterly trade winds weaken along the equator

and a large part of the central-eastern equatorial Pacific experiences unusually

warm SSTs (Fig. 2C). This is associated with a weakening of the zonalWalker

Circulation and strengthening of the meridional Hadley Circulation. The

centre of intense tropical convection shifts eastward towards the Date Line,

and the Intertropical Convergence Zone (ITCZ) and the South Pacific

Convergence Zone (SPCZ) move closer to the equator. The slope of the

thermocline (separating warmer surface and cooler deeper waters) flattens

across the Pacific and theWarm Pool shifts eastwards. La Niña events are typ-

ically opposite to those of El Niño events, with stronger trade winds and

large parts of the central-eastern equatorial Pacific experiencing cooler than

normal SSTs. The depth of the thermocline also increases with stronger east

to west gradient to the depth of the thermocline during La Niña.

Both phases typically evolve over a period of 12–18 months and have

some predictability once they have started to develop. Two commonly used

indices of ENSO activity are (1) the Southern Oscillation Index (SOI)
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which measures the atmospheric component and is the anomalous sea-level

pressure difference between Tahiti in the southwest Pacific and Darwin in

northern Australia, and (2) the Niño 3.4 region (5°N–5°S, 170°W–120°W)

average SST anomaly, which showed the oceanic component of ENSO.

Niño 3.4 and the SOI are often coupled: the warm oceanic SST anomaly

phase, El Niño, accompanies high air surface pressure in the western Pacific,

while the cold SST anomaly phase, La Niña, accompanies low air surface

pressure in thewestern Pacific.When they are coupled the ocean/atmosphere

impacts are reinforced, as well as the persistence of an ENSO event is

lengthened. For the period since 1950, 16 warm phase (El Niño) events

and 18 cold phase (La Niña) events coupled, whilst 14 (eight warm phase

and six cold phase) events did not couple between the ocean and atmosphere.

Here characteristics of ENSO from 1950 to 2014 are considered, where

positive Niño 3.4 SST anomalies indicate an El Niño event. In the Niño 3.4

region large positive SST anomalies occur in 1982/83, 1991/92, and

1997/98 (Fig. 3C). Generally the first quarter of the year has a larger number

of extreme values, followed by the third and fourth quarters. In comparison,

large negative Niño 3.4 years are 1955/56, 1973/74, 1988/89, and 2010/11,

where the extreme value occurs in the last quarter of the year.

2.4 Interdecadal Pacific Oscillation
The interannual variability of ENSO and the strength of its climate

teleconnections are modulated on decadal time scales by a long-lived pattern

of Pacific climate variability described as the PDO (Mantua et al., 1997;

Zhang et al., 1997) or the IPO (Power et al., 1999). The PDO is the North

Pacific part of a Pacific basin-wide pattern encompassed by the IPO and is

described by an ‘El Niño-like’ pattern of Pacific SST anomalies (Fig. 2D)

and appears to persist in either a warm or cool phase for several decades

with as much variance in the Southern Hemisphere Pacific to at least 55°S,
as in the Northern Hemisphere. The IPO modulates ENSO climate

teleconnections to Australia (Power et al., 1999) and New Zealand

(Salinger et al., 2001). Warm phases characterized the 1920s to 1940s and

from the mid-1970s to, at least, the 1990s. In these periods ENSO was a

weaker source of interannual climate variability. These warm phases were

preceded and separated by IPO and PDO cool phases from the 1900s to

1920s and 1940s to 1970s, then since 1999 when ENSO was a major source

of interannual climate variability (Deser et al., 2004). Decadal variability in

the SST field of the Pacific is associated with decadal variability in
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atmospheric variables, such as sea-level pressure, winds, and precipitation

(Burgman et al, 2008; Deser et al., 2004). For the unfiltered monthly values

of the IPO averaged into four seasons or quarters (JFM, AMJ, JAS, OND), if

the IPO is in a particular decadal phase, it can show variability in its strength

(Fig. 3D). There were many more strong positive years, than weak negative

years and generally positive years were strong in at least two quarters. No

quarter was favoured for positive years. Some coincided with ENSO years:

the strong positive years included 1877/78, 1888/89, 1904/05, 1930/31,

1940/41, 1982/83, 1986/87, and 1997/98. The strongly negative years

were 1949/50, 1955/56, and 2010/11. There was predominance of occur-

rence in the last quarter of the year.

Several theories have been proposed to account for the decadal variabil-

ity of ENSO, such as the phase of the IPO. These studies broadly propose

either oceanic teleconnections, in which the Pacific equatorial zone is mod-

ified by either transport variations (Kleeman et al., 1999) or temperature

anomalies via the North Pacific Subtropical Cell (Gu and Philander,

1997), or atmospheric teleconnections whereby decadal wind anomalies

generated at mid-latitude extend far enough into the tropics to force the

ocean circulation there. Routine monitoring of the SOI has shown that

ENSO underwent a regime transition in the late 1970s with the period

(1978–2007) one of unprecedented El Niño dominance. This step change

in the SOI (Power and Smith, 2007) coincided with an abrupt change in

SST and large-scale North Pacific winter circulation (eg, Trenberth and

Hurrell, 1994). In that period there was a distinct character change in such

aspects of the ENSO as progression and phase locking and an increase in

both the frequency and intensity of El Niño and La Niña events during

the 1980s and 1990s (Boucharel et al., 2009). One framework to understand

these events is that the ENSO characteristics can be described in terms of a

shift in the background state whereby interdecadal variation is viewed as a

slowly changing mean state upon which ENSO evolves (Fedorov and

Philander, 2000).

A recent study (Monselesan et al., 2015) has shown that ocean variability

on decadal time scales resides in the subtropical oceans therefore identifying

the extra-tropics as the region that can initiate transitions between different

IPO phases is crucial to understanding decadal variability in the Pacific.

Using models to understand where the intrinsic and or internal climate var-

iability from ENSO regimes resides, and how it is modified by external forc-

ings, O’Kane et al. (2014) have shown that the late 1970s transition

coincided with the arrival of a large-scale, subsurface cold, and fresh water
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anomaly in the central tropical Pacific. Originating in the South East Pacific,

density compensated temperature and salinity anomalies are known to be

able to substantially perturb the central equatorial Pacific thermocline and

salinity barrier layers in the western Pacific warm pool (Schneider, 2004).

Positive (warm–salty) disturbances, known to occur due to late winter

diapycnal (across the constant density water) mixing and isopycnal (constant

density) outcropping, arise due to both subduction of subtropical mode

waters and subsurface injection. On reaching the equatorial band these dis-

turbances tend to deepen the thermocline reducing the model’s ENSO. In

contrast the emergence of negative (cold–fresh) disturbances at the equator
are associated with a shoaling of the thermocline and El Niño events.

Understanding the role of these remote drivers of the climate system is

key to predicting the phasing of the IPO, and hence the change in the fre-

quency distribution of regional environmental values, and the likely occur-

rence of extreme events.

3. CASE STUDIES: CLIMATE DRIVERS AND MARINE
EXTREMES

Australia, as a continent of climate extremes (Nicholls et al., 1996),

provides some insight into the connection between climate drivers and

extremes. In the Australian marine environment, climate drivers as described

in Section 2, have been linked with MHWs and flooding in nearshore areas,

which have in turn caused major impacts on marine ecosystems. We illus-

trate the impacts of climate drivers on marine and coastal environments with

three examples from Australia where clear linkages between the climate

driver, the extreme climatic event, and ecological impacts are described

(Hodgkinson et al., 2014). These are the Western Australia MHW of

2011, the GBR coral bleaching events of 1997/98 and 2002, and flooding

of Queensland estuarine areas in 2010/11. These Australian examples are

illustrative of marine climate-driven extremes observed around the world.

3.1 Western Australian Marine Heatwave 2011
Record high SSTs were experienced along the Western Australian coast

during the austral summer of 2010–11. In this area, the Leeuwin Current

flows south along the Western Australian coast, characterized by warm

low-salinity tropical waters, then turns eastward along the south coast

(Ridgway and Condie, 2004). These water temperatures are modulated

by the ENSO cycle with stronger southward flow and higher temperatures
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during a La Niña event and the converse during an El Niño episode. Typ-

ically the variability is up to "1.5°C between the two periods (Feng et al.,

2003, 2008).

The MHW evolved from October 2010, when temperatures were

within the historical range. A small area of SST anomalies greater than

2°C then developed to the northwest and moved southeast to reach the

Exmouth coast of WA during December. This warm pool then expanded

both southwards and offshore in January and February 2011, with SST

anomalies exceeding 3°C over a wide area in January and February before

dissipating in March 2011 (Feng et al., 2013) (Fig. 4).

The SST warming anomalies of 2–4°C persisted for more than 10 weeks

over 1000 km of coastline. The ecosystem response to this MHW is detailed

by Wernberg et al. (2013), who found reef-associated communities

exhibited variable responses to the extreme event. At warmer near shore

locations (30°S) the community structure of benthic organisms was signif-

icantly different eight months later in November 2011 with an increase in

tropical macroalgae and fish species, and a decrease in temperate species.
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Fig. 4 (A) Sea surface temperature (SST) anomalies in TMI satellite SST during 21 February
to 6 March 2011 at the peak of the Ningaloo Niño–marine heatwave event. The TMI is the
satellite sensor from which SSTs are optimally interpolated (OI). (B) SST anomalies aver-
aged over 32–26°S, 112–115°E off the west coast of Australia (where the interannual
temperature variation is largely responding to the Leeuwin Current heat transport),
derived from the Optimum Interpolation Sea Surface Temperature (OISST) and TMI SST
products. Figure adapted from Figs. 1 and 6 in Feng, M., McPhaden, M.J., Xie, S-P., Hafner,
J., 2013. La Niña forces unprecedented Leeuwin Current warming in 2011. Sci. Rep. 3, 1277.
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Conversely, species at their cooler location (35°S) did not show any response

to the heatwave. Wernberg et al. (2013) concluded biodiversity patterns of

temperate seaweeds, sessile invertebrates, and demersal fish were signifi-

cantly different after the warming event, which led to a reduction in the

abundance of habitat-forming seaweeds and a subsequent shift from a poorly

developed community structure towards more tropical fish communities.

Those climate indices that were either the three highest or lowest values

in each time series are considered to be of particular interest and are termed

‘extreme’ values here and in the two following case studies (Table 1).

During this heatwave, there were extreme values for some of the climate

drivers: the IPO values are the third lowest seasonal averages on record, the

SOI was the second highest in the past century, and when monthly values of

SAM are considered, it was positive from March 2010 until February 2011,

and record high positive monthly values were observed in 2010 for June, July,

and November. Mechanistically, the concurrent occurrence of the ‘in phase’

developmentof positive SAM,with recordvalues of SAMand theSOI, andnear

record values of the IPO reinforced the drivers to promote the MHW event.

The very strong La Niña and record strength in the Leeuwin current

produced very high sea levels along the WA coast and a weakening of

the normal easterly winds (Pearce and Feng, 2013). Feng et al. (2013) has

dubbed the remote forcing as ‘Ningaloo Niño’ where much enhanced east-

erlies from the LaNiña in the tropical Pacific and cyclonic wind anomalies in

the southeast Indian Ocean forced an unseasonal southward extension of a

strengthened Leeuwin Current in the austral (December–February) sum-

mer. This was on a background of a very negative IPO index indicating a

multi-decadal trend in the Pacific of generally enhanced easterlies and more

frequent La Niña events. The negative IPO enhanced the volume transport

of the Indonesian Throughflow and upper ocean heat content in the south-

east Indian Ocean (Feng et al., 2015), which may have induced strong

regional air–sea coupling (Doi et al., 2015) and more frequent Ningaloo

Niño events in recent decades (Feng et al., 2015).

Table 1 Climate Driver Index Values at the Time of the Western Australian Marine
Heatwave for October–December 2010 and January–March 2011
Climate Driver SAM IOD Niño 3.4 SOI IPO

October–December 2010 2.44 #0.53 #1.31 2.1 #4.66

January–March 2011 0.19 0.11 #1.13 2.1 #4.37

Bolded values are extreme values (see text for definition). Southern Annular Mode, SAM; Indian Ocean
Dipole, IOD; Southern Oscillation Index, SOI; Interdecadal Pacific Oscillation, IPO.
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At the same time the very positive months of SAM values indicate a

poleward contraction of the southern westerly winds with less westerly swells

and southerly wind components (associated with the southern westerlies)

transmitted northward along the WA coast. This may reinforce the develop-

ment of a strong Leeuwin Current. Benthuysen et al. (2014) used a regional

model to show that the peak temperatures in the broad mid-west coast of

Australia during the event are predominantly due to poleward advection of

warmer, tropical water. In a comprehensive analysis of Ningaloo Niño events

between 1960 and 2011, Marshall et al. (2015) found that the onset stage

from October to November is promoted by wind–evaporation–sea surface
temperature (WES) feedback in association with cyclonic wind anomalies

to the northwest of the Australian coast. The growth and southward expan-

sion of positive SST anomalies along the Australian west coast is further

supplemented by anomalous poleward advection of heat by the Leeuwin

Current, which is coupled with the cyclonic anomalies off the coast. The

strongest Ningaloo Niño events, such as the record 2011 event, occur in con-

junction with La Niña conditions in the Pacific, which drives westerly wind

anomalies to the northwest of Australia that can promote the WES feedback

and accelerate the Leeuwin Current. However, many Ningaloo Niño events

are independent of La Niña and some Ningaloo Niño events even occur

during El Niño-like conditions. This is because the triggering of Ningaloo

Niño events is most sensitive to antecedent SST anomalies in the far western

Pacific, rather than in the central Pacific where ENSO typically has greatest

magnitude. Although a positive SAM is a potential instigator of Ningaloo

Niño, Marshall et al. (2015) found a much weaker relationship with

the SAM, either as a predecessor in the September–November season or as

a contemporaneous amplifier during the peak phase, compared with the far

western Pacific SST anomalies.

If forecasts of these relevant climate drivers and the potentially associated

conditions had been available, some impacts of the MHWmight have been

anticipated and coping strategies initiated as the event developed. For exam-

ple, fisheries managers could have increased monitoring of both temperate

and warmer water fish species so as to adjust catch of exploited species. Con-

servation managers for potentially impacted coral habitats can utilize adap-

tive management practices that enhance the resilience of marine systems by

reducing local-scale anthropogenic impacts such as coastal runoff. Anticipa-

tory planning may lead to even more rapid responses to recover damaged

habitats after such events, such as the restocking of abalone (Pearce and

Feng, 2013).
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3.2 GBR Bleaching Events: 1998 and 2002
Several mass coral bleaching episodes have occurred on the GBR in the last

three decades such as the bleaching events in January and February of 1998

and 2002 (Berkelmans et al., 2004). Bleaching, when the symbiotic algae are

expelled from stressed corals, occurred on a large number of GBR coral reefs

with approximately 42% (1998) and 54% (2002) of the reefs bleached to

some extent (Berkelmans et al., 2004) in these years. Bleaching occurred fol-

lowing the development of record SSTs during the austral summer. The El

Niño event in 1998 caused unusually high SST anomalies to develop and

tropical waters were the warmest recorded in the instrumented record.

More widely, mass coral bleaching was recorded in over 60 countries and

island nations (Hoegh-Guldberg, 1999; ISRS, 1998). The cause of the

1998 event has been ascribed to elevated sea temperature and high solar radi-

ation exacerbated by lowered seawater salinity. In Australia, major flooding

occurred on 10 January 1998 lowering the salinity for up to seven weeks and

widespread bleaching first became evident on 29 January 1998 after average

daily temperatures had exceeded 31°C for 27 consecutive days (Berkelmans

and Oliver, 1999). Satellite-derived SST anomalies of 1–2°C occurred on

the southern and central GBR. For the 2002 event, bleaching also coincided

with the maximum temperature period. Again temperatures in excess of

31°C appeared to be the trigger. Berkelmans et al. (2004) concluded that

maximum temperature exceeding a threshold over any 3-day period best

correlated with observed bleaching patterns, from the two bleaching years.

To resolve the influence of climate drivers, Redondo-Rodriguez et al.

(2012) examined SST, sea-level pressure, surface winds, sea surface height,

and ocean currents between ENSO events and GBR surface climate, and

also examined the impact of the El Niño/La Niña Modoki phenomenon.

The classical El Niño is associated with strong anomalous warming in the

eastern equatorial Pacific, whereas El Niño Modoki (ENM) is associated

with strong anomalous warming in the central Pacific, and cooling in the

eastern and western tropical Pacific. Neither ENSO event was found as

a primary driver of interannual climate variability on the GBR, but their

influence is conspicuous. Classical ENSO events have a strong signature

in the atmospheric circulation in the northern GBR, but no significant rela-

tionship with SSTs and the opposite applies for the southern GBR with

above average SSTs. Conversely, El Niño/La Niña Modoki is significantly

related to summer SSTs on the northern GBR, but not for the southern

GBR. The indices in Table 2 demonstrate a relationship with Niño 3.4

index, which was very strong in 1997/98, and the SOI was negative
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indicating ocean/atmosphere coupling. This was less obvious in the

2001/02 event and the characteristics were more consistent with those of

an ENM, showing that the type of El Niño event gives different patterns

of warming along the extent of the GBR.

If forecasts of climate drivers are developed for this region conservation

managers could adopt early warning systems to predict bleaching, assess the

incident response, and then reduce recovery timeframes by mitigating local-

scale stress from human-related activities at severely impacted sites, and sup-

port the natural resilience of habitats, as for the real-time response

approaches to disease risk (Beeden et al., 2012).

3.3 Queensland Coastal Floods: 2010/11
The austral summer of 2010/11 saw catastrophic flooding over much of

Queensland (Fig. 5). Southeast Queensland experienced above average to

highest on record rainfall during December 2010. Cyclone ‘Tasha’ also crossed

the coast near Babinda and caused flooding in the Fitzroy catchment in central

Queensland (23°S) where the highest recorded rainfall was measured. Further

rainfall in Queensland then followed in early January 2011, with major

flooding in the Mary River catchment (26°S) and about the Sunshine Coast

(27°S). Flooding then moved southward into the Pine and Brisbane River

catchments. Heavy to very intense rainfall from 9-12 January 2011 caused

major river flooding in the Brisbane and Bremer Rivers (28°S). More heavy

rain occurred during and following severe Tropical Cyclone ‘Yasi’, which

crossed the North Tropical Queensland coast on 3 February 2011 producing

flooding over the North Tropical Coast and Central Coast regions of Queens-

land between 2-4 February. Summer rainfall totals of over 1000 mm were

common along the coast (Fig. 5).

Table 2 Climate Driver Index Values for the 1998 and 2002 Coral Bleaching Events for
the Preceding Months and Then January of Each Event
Climate Driver SAM IOD Niño 3.4 SOI IPO

October–December 1997 #1.95 #2.23 2.50 #1.4 5.68

January 1998 2.65 #1.04 2.42 #2.4 5.51

October–December 2001 1.69 #0.02 1.45 #1.3 #1.69

January 2002 2.22 #0.66 1.12 2.7 #1.03

Bolded values represent extreme values (see text for definition). Southern Annular Mode, SAM; Indian
Ocean Dipole, IOD; Southern Oscillation Index, SOI; Interdecadal Pacific Oscillation, IPO.
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Large influxes of freshwater exited these catchments and flowed into the

GBR lagoon. Jones and Berkelmans (2014) examined the impacts of this

flooding in Keppel Bay (23°S), located in the southern GBR. Between

December 2010 and February 2011 the Fitzroy River in central Queensland

reached a peak mean daily discharge of 1.16 million mega-litres/days over a

period of 18 days resulting in a large flood plume entering the adjacent Kep-

pel Bay. Flood waters dispersed into Keppel Bay from the Fitzroy River on a

!200 km2 plume stretching 70 km north on both 14 December 2010 and

11 January 2011. Salinity levels prior to the event were 33–35 Practical
Salinity Units (PSU) on the reef flat, then fell to 12 PSU on 12 January, with

five days below 30 PSU. The reefs experienced the lowest salinity levels

between 3 and 7 January. The fresh water was silt-laden, which reduced

light penetration and may have contributed to seagrass and coral mortality

(Collier et al., 2012, 2014).

The coral mortality in the section of Keppel Bay closest to the Fitzroy

River resulted in almost 100% loss of coral cover on the reefs closest to

the river mouth, and on the southern and western sides of the inner islands

of Keppel Bay. Mortality decreased away from the river mouth, but around

Fig. 5 Summer 2010/11 rainfall totals for Australia showing the very high totals in north-
east Australia. Source: Australian Bureau of Meteorology. Available at http://www.bom.
gov.au/jsp/awap/rain/archive.jsp?colour¼colour&map¼totals&year¼2011&month¼2&
period¼3month&area¼nat.
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40% of coral cover was killed. The severity of the coral mortality was caused

by the level of exposure to low-salinity sea water, and there was no evidence

of any affects from terrigenous pollutants. Marshall et al. (2013) surveyed the

vulnerability of fishers and others to flooding and major tropical cyclones on

the GBR and showed high exposure of these industries. Impacts included

direct risk to life, property and infrastructure, and indirect risk from marine

ecosystem damage. Fisheries were sensitive to these extremes with limited

adaptive capacity, and a number of fishers left the industry in the months

following the cyclone. Impacts on species in addition to those targeted by

local fisheries in the GBR included direct and delayed mortality of seagrass

(Halodule pinifolia and Halophila ovalis) (Longstaff and Dennison, 1999)

dependent species such as the turtle, Chelonia mydas (Limpus and

Nicholls, 1988) and dugong, Dugong dugon (Meager and Limpus, 2014).

The ENSO indices in this season indicate one of the strongest La Niña

events since the late 1800s (Bureau of Meteorology, 2012; Hartmann et al.,

2013): the SOI was the second highest in the last century, IPO the third low-

est and Niño 3.4 was in the cold phase (Table 3). Collectively, these index

values are consistent with observed stronger easterly circulation over

Queensland and with a higher incidence of tropical cyclones in the Coral

Sea compared with normal (Callaghan and Power, 2011; Diamond et al.,

2013), which ultimately led to the flooding that brought disruption to

the GBR marine ecosystems.

As was true in the other case studies, climate forecasting for these relevant

drivers may have allowed proactive responses to the flood risk. These

responses would be at longer time scales than the short-term weather

forecast measures implemented to reduce the immediate direct risk to life,

property, and infrastructure. For example, at longer time scales regional

conservation managers for the GBR and the inshore regions could

implement management responses in partnership with fishers and tourism

operators to maximize the resilience of the GBR species and habitats such

Table 3 Climate Driver Index Values at the Time of the Queensland Floods for October–
December 2010 and January–March 2011
Climate Driver SAM IOD Niño 3.4 SOI IPO

October–December 2010 2.44 0.53 #1.31 2.1 #4.66

January–March 2011 0.19 0.11 #1.13 2.1 #4.37

Bolded values are extreme values (see text for definition). Southern Annular Mode, SAM; Indian Ocean
Dipole, IOD; Southern Oscillation Index, SOI; Interdecadal Pacific Oscillation, IPO.
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as seagrass and turtle nesting beaches. Reef industries, researchers, commu-

nities, and Traditional Owners are all key partners in the protection and care

of the GBR andmany are proactively taking steps to support the resilience of

the Reef. Focal areas include GBR biodiversity, working closely with those

who use and rely on the GBR or its catchment for their recreation or busi-

ness to help build a healthier and more resilient GBR, and the GBR water

quality protection plan. For example, the crown-of-thorns starfish (COTS),

Acanthaster planci, is one of the largest causes of coral cover loss on the GBR,

along with cyclones and bleaching (De’ath et al., 2012; Morello et al., 2014;

Pratchett, 2001). The ability to control and manage COTS relies on an

understanding of both the biology and changes in the environment

(Pratchett, 2001). Several authors have hypothesized that larval survival is

enhanced by low salinities and high temperatures and intensified by phyto-

plankton production as a consequence of increased nutrients (natural and

anthropogenic) derived from heavy rainfall and increased river inputs/

terrestrial runoff (Fabricius et al., 2010). To reduce future COTS outbreaks,

it is thus hypothesized that it is necessary to reduce anthropogenic nutrient

inputs (eg, fertilizers and sewage) via a long-term, catchment-based, man-

agement strategy, and to increase the resilience of the system by maintaining

ecosystem structure and functioning (eg, not overfishing predators)

(Brodie, 1992; Morello et al., 2014).

4. FORECASTING CLIMATE DRIVERS
4.1 The Critical Decade

The threshold of dangerous anthropogenic climate change as defined (based

largely on politics) by the United Nations Framework on Climate Change is

an increase of 2°C in the mean global temperature. Meinshausen et al.

(2009) have dubbed the 2010s the ‘critical decade’ because of global

warming to date, and calculate that limiting cumulative carbon dioxide

(CO2) emissions over 2000–50 to 1000 Gt CO2 yields a 25% probability

of warming exceeding 2°C. Therefore major emissions reduction strategies

and decisions need to be made and implemented during 2010–20 to avoid

dangerous climate change. Even if global action is rapid, the next decade will

experience climate variability and extremes that are different to historical

patterns due to emissions already in the atmosphere. Thus, forecasting cli-

matic conditions will help many aspects of society cope with this unprece-

dented change. The coming decade is in contrast to the Holocene period,

the last 10,000 years, where the climate has been particularly stable.
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Rockstr€om et al. (2009) consider that during the Holocene period the

climate and environment has operated within a narrow range of variables

in which human and other systems have been able to adapt. Already tem-

peratures during the 2010s have been increasing with temperatures reaching

1°C above preindustrial levels by 2015, with each year since 2011 warmer

than the former (http://www.metoffice.gov.uk/news/releases/archive/

2016/2015-global-temperature).

Rockstr€om et al. (2009) identified and quantified planetary boundaries

that must not be transgressed. However the assumption behind this trans-

gression of the boundaries is that the rate of change is linear. The recent

2003 and 2010 heatwaves in Europe (Fig. 6) broke the 500-year record over

half of Europe and shows a step change in decadal frequency. As with the

Australian examples, the European heatwaves of 2003 and 2010 also

impacted the ocean with a range of ecosystem impacts as coping thresholds

were exceeded (Garrabou et al., 2009). After an extreme event, the various

environmental parameters such as SST and salinity usually return to more

typical values and species and ecosystems recover to previous states—for

example, ENSO events off the South American coast when anchovy num-

bers decrease, then recover again (Klyashtorin, 2001). However, extreme

events can also lead to persistent ecological change, as occurred following

the WA marine heatwave where loss of algal habitats was not reversed

(Wernberg et al., 2013), and thus offer a glimpse into future ecosystem states.

Preconditions—the environmental conditions in the lead-up to a particular

event—are important and can lead to amplified impacts. Nairn and Fawcett

(2013, 2015) have considered the antecedent conditions that result in differ-

ing rates of heatwave incidence and intensity for three day land heatwaves in

Australia. Antecedent conditions are also important in conditioning soils for

flood events. Once soils are saturated high intensity precipitation will dis-

charge greater volumes of fresh water from the rivers into coastal areas.

During the next decade, proactive preparation and adaptation to climate

change and extremes will be assisted by forecasts that may be able to antic-

ipate a change in the frequency of extreme events over the one to ten year

time scales. Prior to the advent of climate models, climate forecasting

approaches were based on anticipated averages or ‘climate normals’—com-

monly derived from three-decade long average distributions for a range of

climatological variables (eg, Fig. 1). This approach was obviously suitable for

prediction of average conditions, but was of low reliability when anomalous

events occurred (Katz and Brown, 1992). The global warming trend over

the next few decades will alter the statistics of average and extremes, further
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reducing the usefulness of this approach. Climate warming to date (eg, ocean

surface temperatures have warmed 0.85°C since observational records com-

menced; IPCC, 2013) has also modified the statistics of extremes. However,

over the next one to ten years marine global warming trends are small com-

pared with climate and oceanic variability. This variability is the most

important in terms of altering statistical distributions of climate parameters,

including extremes. In the marine environment the most important param-

eters to forecast are SST and salinity. Other variables of interest include strat-

ification, freshwater input, oxygenation, and upwelling, however, time

series of these variables for model validation are often limited. Seasonal to

interannual prediction (see Section 4.2 has gone some way towards

Fig. 6 The upper panel shows the statistical frequency distribution of European (35°N,
70°N; 25°W, 40°E) summer land-temperature anomalies (relative to the 1970–99 period)
for the 1500–2010 period (vertical lines). Grey bars represent the distribution for the
1500–2002 period with a Gaussian fit shown in black. The lower panel shows the run-
ning decadal frequency of extreme summers, defined as those with a temperature
above the 95th percentile of the 1500–2002 distribution. Source: Barriopedro, D., Fisher,
E.M., Luterbacher, J., Trigo, R.M., Garcia-Herrera, R., 2011. The hot summer of 2010:
redrawing the temperature record map of Europe. Science 332, 220–224.
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predicting the state of some climate drivers such as SAM, IOD, and ENSO.

However, prediction of specific events is limited to relatively shorter time

scales. For instance, a given atmospheric heatwave event, like the 2010 Rus-

sian event (Barriopedro et al., 2011) could be associated with the formation

of a persistent mid-tropospheric anticyclone. Even employing state of the art

ensemble Numerical Weather Prediction (NWP) systems, such events are

predictable on time scales less than a week in agreement with theoretical esti-

mates (O’Kane and Frederiksen, 2008). In the ocean, however, longer pre-

dictions are possible, as described in the next section.

4.2 Seasonal to Decadal Predictability of Climate Drivers
A focus on forecasting climate drivers is appropriate for a number of reasons,

particularly for those that couple with oceanic regimes. Oceans act as the

atmosphere’s memory and store signals on seasonal to decadal time scales

therefore including oceanic drivers and variables in the models has improved

predictability. The various climate drivers are also clearly linked to regional

variables. For example, Murphy and Ribbe (2004) have shown relationships

between ENSO drivers and rainfall variability in southeast Queensland. The

three case studies considered here (see Section 3), all demonstrate clear sig-

nals from various climate drivers.

The ability to predict the seasonal variations of the Earth’s climate dra-

matically improved from the early 1980s to the late 1990s. This period was

bracketed by two of the largest El Niño events on record: the 1982–83
event, whose existence was unrecognized until many months after its onset;

and the 1997–98 event which was well monitored and predicted from its

early stages. After the late 1990s, our ability to predict climate fluctuations

reached a plateau with little subsequent improvement in quality. Advances

in climate research during the past decade have led to the understanding that

modelling and predicting a given seasonal climate anomaly over any region is

incomplete without a proper treatment of the effects of SST, sea ice, snow,

soil wetness, snow cover, vegetation, stratospheric processes, and chemical

composition of the atmosphere (eg, CO2, ozone). The observed current cli-

mate changes are a combination of anthropogenic influences and natural

variability. This problem of prediction and predictability of seasonal climate

variability is necessarily multi-model and multi-institutional. The World

Meteorological Organization has proposed that the multi-model approach

is necessary and is being implemented in the World Climate Research Pro-

gramme in the 2010s (Taylor et al., 2012). In the following sections we
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describe the two most widely used approaches to forecasting at time scales

from seasonal to decadal: persistence forecasting and dynamical forecasting.

4.3 Persistence Forecasting
The persistencemethod is the simplest way of producing a forecast. The per-

sistence method assumes that the conditions at the time of the forecast will

continue into the future, superimposed on seasonal or other long-term cli-

matological patterns. For seasonal forecasts, this means an ocean region that

is currently 2°C warmer than average, will continue to be 2°C warmer than

average later in the year (eg, Hobday et al., 2011). In the case of ENSO this

means assuming that the tropical Pacific remains in an El Niño or La Niña

state, or a climate driver stays in the current dynamical condition. Normally,

persistence decreases with forecast lead time, even though the real ocean

gives rise to runs of seasons to years with similar climate characteristics.

To illustrate this, we present a simple analysis regarding the persistence of

the four climate drivers introduced earlier. In each case, we selected the

relevant time series for each driver and looked at the frequency of event

lengths (defined by a switch between positive and negative phases as well

as neutral phases for ENSO) at the native time scale of the time series

(months to seasons). Time series were the standard products obtained from

the British Antarctic Survey for SAM (Marshall, 2003; http://www.

nerc-bas.ac.uk/icd/gjma/sam.html), from the HadISST dataset for IOD

(http://www.jamstec.go.jp/frcgc/research/d1/iod/), and from the

National Oceanic and Atmospheric Administration (NOAA) for the Niño

3.4 index (http://www.esrl.noaa.gov/psd/data/correlation/nina34.data).

The IPO index is sourced from the UK Meteorological Office (C. K. Fol-

land, personal communication) and derived from the low-frequency filtered

3rd Empirical Orthogonal Function of global data sets of seasonal SST

(Folland et al., 1998).

4.3.1 Southern Annular Mode
Characterization of SAM phases from the time series 1957–2014 sourced

from the British Antarctic Survey shows there is little persistence beyond

the immediate month, with a decline in occurrence from the first month

(!40%) down to 25% for the second month (Fig. 7A). This agrees with ear-

lier conclusions drawn by Gerber et al. (2008) and Simpson et al. (2013) that

the persistence of SAM is around 20–25 days at most, being driven by fluc-

tuations in the polar jet stream around the Southern Oceans. There is also a

trend towards increasingly positive SAM events. Grise et al. (2014) note that
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ozone depletion in the late 20th century induced a significant poleward shift

in cyclone frequency over the Southern Ocean. A poleward shift in the tro-

pospheric mid-latitude jet (ie, the SAM) has also occurred (Previdi and

Polvani, 2014), weakening the westerly circulation further north

(Thompson et al., 2011). As well from mid- to higher latitudes the variance

displays spatially coherent features on time scales of 10–25 years, especially in
the Southern Oceans (O’Kane et al., 2013a). This is consistent with the IPO

time scales.

4.3.2 Indian Ocean Dipole
For IOD persistence the time series from 1958 to 2014 obtained from the

Japan Agency for Marie-Earth Science and Technology was used (Fig. 7B);

there was a peak at two seasons, particularly for positive events. This was

markedly so out as far as four to six months, after which there was a drop

off in duration, although longer persistence did occur out to four or five

seasons—noted by Dommenget and Jansen (2009). Cai et al. (2014) note

that the projected frequency of extreme positive IOD events will increase

A B

C D

Fig. 7 Temporal persistence (% frequency) of the (A) Southern Annular Mode (SAM),
seasonal persistence of the (B) Indian Ocean Dipole (IOD), (C) Niño 3.4, and (D) the Inter-
decadal Pacific Oscillation (IPO). A season is three months in length.
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by almost a factor of three, from one event every 17.3 years during the 20th

century to one event every 6.3 years over the 21st century. A mean state

change—with weakening of both equatorial westerly winds and eastward

oceanic currents in association with a faster warming in the western than

the eastern equatorial Indian Ocean—facilitates more frequent occurrences

of wind and oceanic current reversal. This leads to more frequent extreme

positive IOD events, suggesting an increasing frequency of extreme climate

and weather events in regions affected by the positive IOD.

4.3.3 El Niño/Southern Oscillation
The seasonal persistence for ENSO events from the 1950–2014 time series

(sourced from NOAA) as measured by Niño 3.4 anomalies is shown in

Fig. 7C, which has not been separated by time of year. Although monthly

persistence can be examined, as Niño 3.4 SST anomalies occur in a larger

area of the equatorial Pacific, these anomalies persist for several months.

For Niño 3.4 neutral situation about 60% of the cases persisted for one or

two seasons, with the other third lasting between four to seven seasons.

The analysis did not account for the time of year when the neutral state

commenced.

The persistence changed for both warm and cool SST anomaly episodes

combined (Fig. 7C) with a third lasting one season, then the other 60%

persisting between two and five seasons. When stratified between warm

and cool SST anomaly events a distinct difference occurred in persistence.

Almost 80% of warm events lasted from two to five seasons. In contrast the

majority (about 40%) of cold events last a season in duration, while most of

the others lasted two to six seasons in duration, although one lasted 12 sea-

sons. Persistence is highest from July to January for seasonal Niño 3.4 SST

forecasts (slightly east of Niño 3.4) because of the growth of SST events, and

then decreases on seasonal lead time forecasts until May (Torrence and

Webster, 1998). Given this persistence, numerous schemes have been devel-

oped to predict Niño 3.4 SST anomalies. For example, predictions of

monthly Niño 3.4 SST anomalies with lead times of up to 11 months have

been produced using predictive discriminant analysis, canonical variate

analysis, four forms of generalized linear models, and multiple linear regres-

sions with probabilities derived by integration of the prediction intervals

(Mason and Mimmack, 2002). This generally shows that the prediction skill

is lowest in the second quarter, and then increases to a peak in austral sum-

mer (December–February) once an event is well established. However,

Zhao et al. (2015) have shown that predictive skill for ENSO in the early
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21st century declined sharply relative to the last two decades of the 20th cen-

tury. This decline coincides with a shift in Pacific climate to increased trade

winds and colder temperatures in the eastern Pacific, associated with the

phase change of the IPO. This shift in background climate has also acted

to reduce ENSO predictability because the atmosphere–ocean coupling that
drives ENSO has weakened.

4.3.4 Interdecadal Pacific Oscillation
The seasonal unfiltered IPO persistence, characterized by the time series

from 1871 to 2014 sourced from the U.K. Meteorological Office

(Folland et al., 1998), is shown in Fig. 7D. Positive IPO phases, once com-

menced, lasted typically from two to four years, with extremes up to seven

years. Negative phases, upon commencement were typically one to five

years with a six year extreme.

When the low-pass filtered index is considered (Fig. 8) the decadal-scale

nature of the positive and negative phases are obvious. For the period

1900–2014, positive phases occurred from 1900–1908, 1914–44, and

1977–97. Negative phases occurred from 1909–13, 1945–76, and from

1998. It appears that the current negative phase could be terminating. This

gives the IPO persistence from years to decades—the challenge being able to

foreshadow the phase change. Typical events show remarkable persistence

relative to that attributed to ENSO events during the 20th century with

major IPO eras persisting for 20 to 30 years (Mantua et al., 1997;

Minobe, 1997). Probably the most notable feature of the filtered IPO index

is the long-lived multiseasonal to multiyear persistence that characterizes

Fig. 8 Low-pass filtered Interdecadal Pacific Oscillation (IPO) index from 1900 to 2014.
Source: United Kingdom Meteorological Office Hadley Centre.
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much of its variability in the 20th century. The challenge is to predict the

change in IPO phase.

Summary. A qualitative summary of persistence forecasting of the four

climate drivers assessed here for the Australian region shows there is an

increase in persistence in the progression SAM, IOD, ENSO (Niño3.4

index), and IPO (Table 4). This reflects the degree of coupling with the

atmosphere (none in the case of SAM and high for ENSO) and the oceanic

memory. Oceanic memory increases in the progression IOD (intraseasonal),

ENSO (seasonal) then IPO (decadal). These time scales will influence the

confidence that can be ascribed to forecasts.

4.4 Dynamical Forecasts
An alternative to persistence forecasts is dynamical approaches where climate

models are initiated with observed conditions to produce time-evolving

forecasts. These forecasts can be evaluated in the same way as described

for the statistical approaches, and assessment of the skill of predicted real-

time probalistic climate forecasts are not repeated here (Barnston and

Mason, 2011). Indices representing the climate drivers (IOD, SAM, IPO,

ENSO) can be extracted from modelled fields, just as occurs with historical

observations. The challenge is to assess how well the models can reproduce

climate modes and provide reliable climate indices. With respect to dy-

namical modelling and decadal climate prediction, there have been several

international coordinated climate-modelling projects such as the Ensembles-

Based Predictions of Climate Changes and their Impacts Project and more

recently CMIP5 (Hewitt and Griggs, 2004; Meehl et al., 2014). The decadal

climate prediction element of the CMIP5 provides a multi-model dataset of

decadal hindcasts and predictions. These simulations provide model output

for assessing predictability and predictions on time scales from 1 to 30 years.

Hindcasts are used for comparison with historical data and lend confidence

Table 4 Summary of Climate Driver Persistence, with Regard to
Multiyear Forecasts, Based on Fig. 7
Climate Driver Useful Persistence

Southern Annular Mode <30 days

Indian Ocean Dipole 4–6 months

ENSO–Niño 3.4 9–12 months

Interdecadal Pacific Oscillation 1–2 decades
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to future projections when the agreement between model output and obser-

vations is high. They also provide insights into the dynamics of the climate

system, such as identifying the mechanisms in the Pacific Ocean associated

with the IPO. At the largest scale,Meehl et al. (2014) showed prediction skill

in the Pacific was less than the Atlantic and Indian Oceans. This reflects the

Pacific being inherently more sensitive to uncertainty in the initial state and

to uncertainty in the mechanisms of internally generated climate variability.

Meehl et al. (2014) concluded that decadal climate predictions could provide

useful information to a wide group of stakeholders, with temperature having

the greatest signal-to-noise ratio, hence showing the most promise. While

Meehl et al. (2014) focussed on physical variables, in the tropical Pacific

attempts have also been made to forecast biological fluctuations such as

Net Primary Productivity (NPP). Seferian et al. (2013) showed some predic-

tive skill for NPP out to three years, which was longer than for SST (1 year).

Numerical Weather Prediction provides important guidance into how

to build a prediction system. Initially, deterministic NWP forecasts were

used and early attempts to establish the theoretical limits of predictability

of such forecasts focussed on error growth determined from the divergence

of pairs of initially close states (Charney and Stern, 1961; Kasahara, 1972;

Smagorinsky, 1963). For a deterministic forecast the time period of predict-

ability is set by errors in the initial conditions that arise from limitations in

observing system and the inherent nonlinearity in the system that cause dif-

ferent initial states to diverge with time (error growth).While the concept of

one forecast based on one initial state underlies the basic prediction system, it

is now accepted that weather forecasting should be regarded as a statistical

problem of forecasting the probability density function of the future atmo-

spheric state. Now ensemble weather forecasts are used, whereby a suite of

initial perturbations are provided and run forward in time to produce a suite

of forecasts from which the probability of the predicted weather state is

determined. Crucial to producing useful forecast information is the need

to adequately span the probability distribution of the future states. To char-

acterize the potentially predictable future climate, a large number of forecasts

with different random initial states is required. This approach places enor-

mous computational cost on the prediction system whereby performance

is severely limited by computational restrictions on the ensemble size.

Recently, new methods of ensemble prediction have been developed that

can identify the dynamically significant regions of instability associated with

rapid forecast error growth that is responsible for limiting predictability.

Using this information in determining the initial forecast perturbations in
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the ensemble prediction system enables one to determine the possibility of

regime transitions between climate states (eg, the phases of the IPO). The

identification of regions of rapid growing ‘errors’ can provide guidance as

to where the important dynamics reside and where to target observations

critical to enable skilful forecasts. Outside of weather prediction, this

dynamical ensemble prediction approach has been used in a diverse range

of forecast applications from predicting eddy formation in the East Australian

Current (EAC) (O’Kane et al., 2011), tropical cyclone evolution (Sandery

and O’Kane, 2013), Atlantic meridional overturning variability (Zanna

et al., 2011) and tropical instability waves (Hoffman et al., 2009).

To help understand how the climate system generates variability it is use-

ful to review what we know about climate variability. It is well recognized

that interannual variability is strongly influenced by the coupling of the

winds to the tropical ocean thermocline. In the subtropical and mid-latitude

oceans, variability manifests on longer time scales and is closely associated

with Rossby wave propagation. Broadly speaking, the ocean variability in

the tropics to subtropics is in part dependent on the depth of the thermo-

cline. In general, the mechanisms by which oceanic internal variability is

communicated between the subtropics and tropics are not well understood

(Liu, 2012). O’Kane et al. (2014) note that large mean potential density gra-

dients extending from the mid-latitudes to the subtropical and tropical

oceans might act as waveguides allowing baroclinic Rossby waves to com-

municate information from the extratropics to the tropics on time scales up

to decades. De Viron et al. (2013) found significant correlations between

large-scale variations in observed SST and the leading modes of the major

climate indices on interannual time scales. At middle and high latitudes,

internal atmospheric variability associated with the annular modes has

been found to be the dominant source of uncertainty in the simulated cli-

mate response (Deser et al., 2012). However, the natural vacillation cycles

of the annular modes are poorly characterized. Moreover it is recognized

that the annular modes can undergo systematic changes in response to

anthropogenic forcing as illustrated, for example, by the trend to a positive

phase of the SAM over recent decades (O’Kane et al., 2013b).

Kravtsov et al. (2007) showed that intrinsic climate variability in the

coupled system renders the atmosphere nonlinearly sensitive to SST anom-

alies and consequently to long-term changes in heat fluxes, which feedback

via the ocean to induce low-frequency atmospheric variations. Such regime

transitions are the dominant source of the internal decadal variability in the

climate system. These studies motivate an examination of the spatiotemporal

34 J. Salinger et al.

ARTICLE IN PRESS



distribution of SST variance as an indicator of the time scales of the ocean-

atmosphere coupling. Fig. 9 shows the tropics dominates the variability at

less than five years, but as one moves to longer time scales the variability

moves into the extratropics.

4.5 Statistical Translation
The forecasts generated by numerical weather and climate models provide

outputs on the spatial and temporal resolutions of the models. This can vary

spatially from tens of kilometres for a weather forecast to hundreds of

kilometres for a climate projection. These scales do not necessarily match

those of applications models, which often cover a region and employ much

finer spatial and temporal scales. The potential mismatch in scales between

climate forecast information and application models can be particularly

problematic for variables that are spatially heterogeneous and have sharp

temporal peaks, such as precipitation. Large area averaging tends to remove

the peaks from these variables and may not capture extreme events. In these

cases it may be necessary to provide a form of translation between climate

model scale outputs and local or point values of the same variables. These

translations can be carried out in a variety of ways. Sometimes a high-

resolution mesoscale model may be nested inside a climate model over

the area of interest to provide finer scale information, but the nesting does

not necessarily produce the same output as a global model with the same

resolution. Further, the large-scale fields contain biases and errors that are

not generally corrected by the nested model (Risbey and O’Kane, 2011).

Moreover, other methods include the use of statistical rules relating outputs

on the larger scale to finer spatial scale variations. In many cases it may be

appropriate to employ a range of different translation methods to test the

relative sensitivity of each (Mearns et al., 1999).

Typical applications of model outputs on land have included hydrology

and agriculture. For hydrology, climate model outputs are translated to basin

scale and used to assess changes in flow regimes under climate change sce-

narios (Gleick, 1989), and weather forecast outputs are used to assess flood

risk in hydrological models (Cloke and Pappenberger, 2009). For agricul-

ture, model output is typically translated to farm scale and applied to crop

models to assess projected changes in crop output under climate scenarios

(Parry et al., 2004) or for seasonal range forecasts.

Relative to land, there has been less work in the marine domain to assess

changes in the marine environment in response to seasonal and climate
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Fig. 9 The ensemble mean of sea surface temperature (SST) fractional in-band variances calculated via singular spectral analysis from
detrended HAD4KRIG-CW (January 1850 to March 2014), NOAA-ERSL-V3 (January 1854 to June 2014), and COBE2 (January 1850 to December
2013) data. The combined variance at any given location (grid point) across all time bands sums to 1. Time scale bands (bold font) are in years
and relative explained variance range (normal font) as a fraction of the total variance are given on the Eurasian continent. Shading is scaled to
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minimum. Regions of high variance indicate where the internal climate ‘memory’ resides and where the coupling to the atmosphere is
sustained. Figure modified from Monselesan, D.P., O'Kane, T.J., Risbey, J.S., Church, J., 2015. Internal climate memory in observations and models.
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forecasts. Seasonal forecast model output has been applied to regional marine

domains for fisheries management of southern bluefin tuna (Thunnus mac-

coyii) (Eveson et al., 2015; Hobday et al., 2011) and for marine farming

and reef management (Hobday et al., 2016b), such as for coral bleaching

of the GBR (Spillman, 2011). Fisheries, marine aquaculture, and reefs are

often highly susceptible to variations on multiyear time scales, but multiyear

forecasts have not yet been applied in this context.

5. FUTURE DIRECTIONS FOR CLIMATE FORECASTING

In the following section, we identify critical research required to

deliver multiyear to decadal information for managing marine resources.

The discussion focusses on four research areas: (1) the climate forecasting

system, (2) data needs for the forecast system, (3) integration of forecast into

decision support tools, and (4) understanding end-user needs.

5.1 Primary Research Needs to Support Climate Forecasts
To deliver a credible decadal climate forecasting system requires four key

ingredients: (1) a credible climate model, (2) a model initialization system,

(3) an ensemble and forecasting system, and (4) an evaluation system to assess

both hindcasts and forecasts.

5.1.1 Climate Models
Climate models have undergone significant improvements in recent years

through better parameterizations and higher resolutions (eg, Rougier

et al., 2009). While the climate models show encouraging reproduction

of historical variability (Stocker et al., 2013), they still need further improve-

ments as decadal climate predictions still identify model error (representation

of ocean processes) as a principle source of uncertainty (Kirtman et al.,

2013). This error is often associated with climate simulation having regional

biases in the ocean state. One example is the warm tongue bias in climate

simulations of the equatorial Pacific Ocean, where the warm upper ocean

water of the western equatorial Pacific extends too far east (Grose et al.,

2014). This bias leads to errors in the location of the South Pacific Conver-

gence Zone and in the regions of high equatorial rainfall (Brown et al.,

2015). Correcting such biases in the climate model is needed to produce

better models and better decadal forecasts. Ongoing support for improving

climate models is needed with further effort to improve biogeochemical
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processes to ultimately enable the forecasting of biological processes like

primary productivity.

Existing climate models should also be used to elucidate the processes

driving variability on multiyear and longer time scales. This is necessary

because advanced ensemble approaches, like bred vectors (O’Kane et al.,

2011), rely on an understanding of the relevant dynamical mechanisms

underpinning decadal predictability. Although interannual variability is

strongly influenced by the coupling of sea surface with atmosphere in the

tropics, for decadal variability the tropical ocean thermocline (O’Kane

et al., 2013a) and variability in the oceanic extratropics of the Southern

Hemisphere (O’Kane et al., 2013b) are important. Identifying mechanisms

of decadal variability in the model and their impact on the climate system is

needed and will provide important insight into what can be predicted by

decadal forecasts. It is also necessary to evaluate models simulations to ensure

that they obtain the correct climate variability for the right reasons. Once the

models are shown to capture observed processes of variability, we then have

more faith in the models for testing predictability and making forecasts on

multiyear time scales.

5.1.2 Model Initialization
The prediction of the fully coupled climate system requires an initial state to

be specified based upon observations. By using observations to initialize the

climate models one has the potential to assess the initial state influence on the

climate evolution in addition to the inherent variability existing within the

climate system (Kirtman et al., 2013). The key observations required for

model initialization are linked to the forecast time scale. For predictions

of a season to a year, SST, sea ice extent and upper ocean heat content, soil

moisture, snow cover, and state of surface vegetation over land are all impor-

tant variables to the initial state. For the decadal prediction, increased infor-

mation on the ocean three-dimensional temperature and salinity is critical.

To do primary productivity forecasting, the required initial information

would extend to upper ocean nutrient fields.

For decadal forecasts, biases in the climate model are manifested as a rapid

adjustment of the climate model after initialization towards the climate

model preferred state. To tackle this drift issue two approaches could be

deployed. One is an ‘anomaly initialization’ where models are initialized

with observed anomalies added to the modelled climate, and the mean

model climate state is subtracted to obtain anomaly forecast. A second

approach is to use data assimilation as the model evolves to improve its
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realism. Both of these approaches need to be explored independently and

together to assess their suitability for improving decadal forecasts.

An initial state for the coupledmodel forecast can be assembled through a

data assimilation model that uses the model to help dynamically extrapolate

the limited observations in time and space. However, often with coupled

model forecasts the oceanic and atmospheric components are run indepen-

dently with specified boundary conditions at the air–sea interface. The sep-
arate initial conditions cannot be fully consistent because they ignore

interactions between the ocean and atmosphere. Because the background

states of these models are usually different, combining the two leads to ‘ini-

tialization shocks’ at the atmosphere–ocean interface followed by a slow drift

to the new background state of the combined system. Developing a coupled

atmosphere and oceanic assimilation is required for more effective initiali-

zation of the coupled model to reduce initialization shock and increase

the accuracy of model forecast.

5.1.3 Ensemble Forecasting
Ensemble forecasting is a numerical prediction method that is used to gen-

erate a representative sample of the possible future states of the climate

(O’Kane, 2010). Ensemble forecasting outperforms individual forecasts

(Lorenz, 1965), a well-documented result for numerical weather forecasting

(O’Kane et al., 2008). A similar approach to decadal forecasting should be

pursued to maximize the predictive capabilities of forecast systems (Baehr

and Piontek, 2014). Due to the computational cost of including manymem-

bers to the ensemble, new methods that identify the regions and processes of

rapid error growth must be explored to build an efficient ensemble predic-

tion system (O’Kane et al., 2011). Research into how to combine new

ensemble methods with the more traditional approach will be needed to

build a robust and efficient ensemble forecasting system.

5.1.4 Evaluation of the Forecasting System
A critical step for any forecasting system is the rigorous evaluation of the

forecasts. By making hindcasts one can evaluate the performance of the fore-

casting system and assess how altering the model, the initialization, and the

ensemble system changes forecast skill. This is an essential task and one that

can be used to provide some quantitative estimate of uncertainty to future

forecasts. An additional outcome of the evaluation effort is resolving which

components of the climate system are predictable and which are not.
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Assessing the predictability of the climate system for decadal forecasting is an

essential step to justifying the effort to build a forecasting system.

5.2 Data Needs to Support Climate Model Development
Data needs go well beyond those discussed earlier in the context of climate

and forecast models. Later, we summarize some of those data needs, partic-

ularly those to support further model development and refinement, biolog-

ical data that are needed for applications, and additional studies that support

the need for forecasting.

5.2.1 Physical Data
Model-based prediction relies on having good initial oceanic and atmospheric

conditions, but it also requires good understanding of processes or causal rela-

tionships at relevant scales—both for model development, assessment and

on-going bias correction (eg, through data assimilation) and ground truthing.

In terms of physical processes and data, this will require observing systems on

both regional and local scales. Examples include long-term commitments to

supply observations for the major ocean basins. Key programmes include the

Tropical Pacific Observing System (TPOS), the Tropical Ocean Global

Atmosphere (TOGA) programme (McPhaden et al., 1998), the Tropical

Atmosphere Ocean (TAO) mooring array, the Indian Ocean Observing Sys-

tem (IndOOS) (Masumoto et al., 2009), volunteer observing ship (VOS)

measurements and networks of island, and coastal sea-level measurements sta-

tions in the Pacific and Indian Oceans. Such networks could complement

information obtained at large scales from remotely sensed SST and sea surface

height, and from the Argo float observing programme (Roemmich et al.,

2009), which provide contemporaneous measurements of both temperature

and salinity over the upper 2 kmof the global ocean. For reliable forecasts such

data streamsmust bemaintained in the long term, because the changing nature

of the oceans and their variability means that ocean forecasts would soon

degrade without renewal of data streams.

Similar long-term commitments are required at national and regional

scales. For example, the Integrated Marine Observing System (IMOS) is

investing about $AUD145 million to monitor decadal variations in the

ocean, climate variability and extremes around Australia and in the Southern

Ocean (IMOS, 2014; Lynch et al., 2014). A long-term plan is required for

the IMOS observing system, not only to see it sustainable and to optimize

the spatial coverage of the observations on the continental shelves, but also to

extend into biological observations (Lynch et al., 2014).
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5.2.2 Biological Time Series
For many marine applications, forecasts of the biological patterns may be

required for decision making, for example, in fisheries and aquaculture.

Extending forecasting from the physical environment to biological patterns

may not require complex ecosystem models but will require having good

biological time series, as well as good process understanding. For example,

in the case of individual species, a simple forecasting approach may be built

based on information about how environmental variables affect the distribu-

tion of fish (Eveson et al., 2015), growth conditions (Spillman and Hobday,

2014), or the bleaching risk to corals (Spillman, 2011).

All of the challenges and needs acknowledged for physical data and fore-

casting, that were discussed in Section 5.2.1, hold for biological variables,

with the difficulties and needs amplified by the uncertainty and variability

added by ecological interactions and plasticity. It is not simply a matter of

identifying a small number of essential variables for biological processes

(though much effort is being put into doing just that, eg, Hayes et al.,

2015), but of making sure there is good coverage of those indicators that

provide insight into the status and function of stocks or entire ecosystems.

Biological data are already monitored for some groups (eg, planktonic pro-

ducers) or in specific locations (eg, the survey-based coverage of fished eco-

systems off North America and Europe). However, such data are not

universally collected—for example, fishery-independent surveys of even a

subset of species are rare in countries even as affluent as Australia—and so

sustainable means of supporting the long-term collection of key biological

data that describes system state, or reduces uncertainty, are required.

One monitoring approach that shows great promise in this area is to

include end users (eg, fishers) in the collection of data; where operators

are already interacting with variables of interest or are in appropriate loca-

tions at appropriate times and data collection does not add undue overheads,

then there is a great potential for collaboration between science and industry

to deliver reliable data streams (Hobday et al., 2016b; Nicol et al., 2013).

The greatest value can be gained from such initiatives if they are well struc-

tured around indicators that have maximum information content or are key

to reducing uncertainty around system state, function, or variability

(Hobday et al., 2016b). Much as modelling has helped identify key locations

for the placement of Argo floats and coastal moorings to better constrain

oceanographic forecasts (Oke and Sakov, 2012), so too the collection of spe-

cific data (eg, on plankton composition or fish community composition) can

enable management of risk from climate variability as there is a better under-

standing of system state and function (Lynch et al., 2014; Nicol et al., 2013).
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Past experience with monitoring, as well as model-based evaluation of

indicators, has shown that a range of indicators will need to be monitored

(Fulton et al., 2005; Link, 2005) to forecast biological patterns. These suites

of indicators need to cover a wide range of processes and biological groups

on various time and space scales, as no single indicator can summarize the

entire state of the system or simultaneously provide early warning of system

change while characterizing function at broad scales—this involves indica-

tors capturing information from fine to quite large spatial and temporal

scales. Obviously collecting information across such a wide set of scales

and variables could be quite a costly and challenging exercise. While inten-

sive collections have periodically been undertaken (eg, theNorth Sea; ICES,

1997) they are infeasible on a year to year basis and more cost-effective

programmes based around routine and easily measured indicators are

required. The evolution of the long-term monitoring programs in places

such as the northeast United States show how such schemes have been struc-

tured and brought together by combining information from many sources,

such as remote sensing, ships of opportunity, and fisheries oriented surveys

(Collie et al., 2009; Smith, 2004). The value of such long-term ecosystem-

scale time series is evident in the new understanding provided around the

relative roles of climate, variability, and other pressures such as fishing

(Link et al., 2010; Nicol et al., 2013). These programmes have also shown

that indicators do not need to be exceedingly complex or abstract, much can

be garnered from the relative dynamics of functional groups (eg, pelagic vs

demersal predatory fish) or their biomass ratios (eg, planktivores vs

piscivores; Caddy and Garibaldi, 2000; Nicol et al., 2013).

In the context of decadal forecasting, there is the likely need for the col-

lection of new data sets that reflect the processes working at scales not typ-

ically covered by existing monitoring schemes. In addition, there is a need

for monitoring of processes and not just status. Without knowledge of how

the system is functioning it will be difficult to be sure that causal mechanisms

used to link physical forecasts and biological expectations (eg, aquaculture

production or coral health) are correctly included in forecasting models.

5.2.3 Impact Studies: Attribution and Evaluation
One of the key aspects of forecasting and attribution is understanding the

relative influence of all relevant drivers. Long-term time series are one of

the few ways of getting such understanding, particularly in real world

conditions—laboratory experiments can provide some insights, but typically
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fail to account for the interacting effects of multiple drivers (Gattuso

et al., 2015).

In addition to understanding system function and clarifying the attribu-

tion of past change, impact studies have an additional function—to inform

on the benefits gained from the use of forecasts. Given the potential expense

involved in collecting broad scale information in support of forecasts, and

given the financial resources potentially being committed on the back of

such forecasts, evaluation of their performance will be a necessity. While

some of this can be done using the same methods (model-based evaluations

and counterfactuals) already implemented to explore the utility of a broad

range of indicators (eg, Blanchard et al., 2014; Fulton et al., 2005), there

is also a place for new impact studies that indicate what has been delivered

via the use of forecasts and to inform refinement of model development and

forecasting methods.

5.3 Integration of Forecast Results into Decision Support Tools
Simply having the capacity to perform forecasts is sufficient to see that infor-

mation taken up by operators or regulators. An important extra step for

uptake is to see forecast results integrated into decision support tools. Such

integration can come in two forms. The most straightforward is to deliver

the information from the forecast in the same user interfaces used by man-

agers to access other information sources, similar to the way in which ocean

forecasts and the ‘eReefs Dashboard’ have been integrated into the weather

forecast reporting by the Australian Bureau of Meteorology (http://www.

bom.gov.au).

Another way of using forecast information in decision support tools is to

fold the decadal forecasts into the physical forcing of resource assessment

models (eg, via linking recruitment to environmental drivers in fisheries

assessment models) or long-term strategic models (eg, ecosystem models).

In concert with a move towards an ecosystem approach to fisheries over

the past two decades, and increasing recognition of the impacts of climate

change, marine single-species and ecosystem models are increasingly being

coupled to physical and climate models, either dynamically or by being

driven by the outputs of these models. This has in turn resulted in a need

for a closer coupling between the temporal and spatial scales of the climate

and biological models. End-to-end models such as Atlantis (Fulton, 2010)

typically require regional climate variables to appropriately link with the

scale of the biological dynamics, whereas at the other extreme, fisheries stock
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assessment models require local-scale predictions (eg, Norman-Lopez et al.,

2013). Ecosystem models such as SEAPODYM (Lehodey et al., 2008),

OSMOSE (Shin et al., 2010), APECOSM (Maury et al., 2007) and MICE

(Plagányi et al., 2011, 2013), and inclusive ‘end-to-end’ models (eg, Atlantis)

are increasingly incorporating a broader suite of abiotic drivers such as dis-

solved CO2, sea-level rise and the effects of storms in addition to the more

commonly used variables such as SST (Fulton, 2010; Rose et al., 2010).

Ongoing refinements in this regard are focussed on representation of features

such as relationships between water column properties and rates of growth,

consumption, reproduction, mortality, and behaviour (eg, Fasham, 1993;

Wild-Allen et al., 2010). Hand-in-hand with the inclusion of these addi-

tional drivers has come the realization that a broader set of ecological pro-

cesses are relevant. This has seen a push to adjust response models, such as the

inclusion of the evolution of impacted species and biodiversity turnover

operating at decadal scales. While many models still assume no evolution

or adaptation (ie, parameters for growth and other biological processes

remain static), models are increasingly allowing for phenotypic plasticity

(eg, through agent-based approaches, as in OSMOSE), adaptation (in line

with photoacclimation in biogeochemical models) or dynamic parameter

setting—either via optimization of specific properties and traits (Zhang

et al., 2003) or simplistic representation of evolutionary selective pressure

(Fulton and Gorton, 2014).

The handling of decadal-scale phenomena, variability and adaptive or

evolutionary responses in ecosystem models is still in relative infancy. Con-

sequently, given the uncertainties regarding the structure and function of

ecosystems and the role of environmental factors in mediating the dynamics,

it is generally recognized that multiple models of the same system are ideal

for testing the robustness of model outputs (Fulton et al., 2003; Hill et al.,

2007). This is particularly true when the processes and appropriate represen-

tations remain as poorly understood as for those associated with decadal-scale

forecasts. Thus, models are increasingly being developed to integrate across

the range of uncertainty, ranging from uncertainty in climate projections, to

uncertainties in quantifying the impacts of changes in abiotic variables on

biotic variables, as well as uncertainties regarding the population dynamics

of marine species. For example, Plagányi et al. (2013) provided a biological

complement to climate ensemble modelling approaches and account for

important sources of uncertainty that are an integral part of effective risk

management decision making. Similarly, Ianelli et al. (2015) used climate

and trophic information for three species of groundfish in the Bering Sea
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in a multi-model inference framework that combines information from

alternative models to better characterize uncertainty.

An important area in need of further research concerns improving both

understanding (through both empirical and modelling studies) and predic-

tion of the impacts of extreme events on the structure and functioning of

ecosystems. The handling of such events is currently crude (eg, footprints

of mortality or impact) and more research is needed in order to facilitate bet-

ter representation of these events, a better understanding of their true

impacts and to facilitate adaptive management and industry responses, either

through early intervention or strategic planning in anticipation of changes

ahead (Plagányi et al., 2014b). This is particularly important in the context

of the functioning of marine ecosystems, because marine species may exhibit

abrupt nonlinear responses that are challenging to model. It is important to

understand when the system is approaching a tipping point so that interven-

tions can be made in a timely manner. One area showing some early promise

is in using increasing variance of properties of the system as a leading statis-

tical early warning signal of regime shifts (see also Carpenter et al., 2008;

Plagányi et al., 2014a; Scheffer et al., 2009; van de Leemput et al., 2015).

Even with such early warning systems in place, the breadth of spatial and

temporal scales operating in marine systems means understanding and mit-

igating the full suite of biological, economic, and social impacts of extreme

events remains a challenge. One way of trying to tackle this task is by inte-

grating forecasts of environmental conditions into ecological and resource

models (as suggested in Section 5.3 for fisheries assessment models). The

performance of such approaches and the range of potential outcomes can

be explored with a simulation-based decision support tool known as Man-

agement Strategy Evaluation (MSE). This is essentially a risk assessment

method that focusses on the identification and modelling of uncertainties

(FAO, 2008; Sainsbury et al., 2000; Smith et al., 2007) to evaluate the

performance of alternative management strategies, most often in fisheries.

Management Strategy Evaluation simulations can also include the effects

of climate change impacts on fisheries and ecosystems (Fulton, 2010;

Hollowed et al., 2011; Plagányi et al., 2011). For example, Plagányi et al.

(2013) use an MSE approach to compare the performance of alternative

sea cucumber management strategies when accounting for uncertainty in

biological understanding and climate impacts. Thus, not only the resilience

of a biological system, but also the broader socioecological system, to fore-

casted extreme events can be explored withMSE in ‘flight simulation mode’

(Fulton, 2010) to identify management strategies that can mitigate negative
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impacts while also trying to balance the triple bottom line objectives (social,

economic, and environmental) defined under policy instruments like

Australia’s Federal Fisheries Management Act.

5.4 End-User Needs for Marine Forecasts
Physical processes in the ocean play a crucial role in the dynamics of the

species and ecosystems that are dependent on the marine environment,

and therefore impact the societies that are dependent upon these resources.

Changes in the physical system lead to large-scale changes in the abundance,

distribution, and/or productivity of the fish (Brander, 2010). These have

impacts on aquaculture and fisheries. Global capture fisheries production

has stabilized in the last 20 years around 90 million tonnes (FAO, 2014).

In contrast, world aquaculture production has been growing rapidly,

reaching 67 million tonnes by 2012, and is now a major industry for many

coastal and rural communities. Additionally, as aquaculture is located in spe-

cific locations, forecasts are very important for operations and planning, with

likely growth in end users in coming years (Hobday et al., 2016b). Offshore

activities associated with wind and energy installations, cable laying, mari-

time transport, coastal infrastructure, insurance industry, military activities,

and tourism are also sensitive to sea conditions, and can benefit from marine

forecasts.

5.4.1 Application of Marine Forecasts
The operational proof of the value of marine forecasts will come in the user

applications. There are many marine, coastal, and terrestrial industries that

will directly benefit from improved extreme events forecasting. Insurance

and accounting companies along with research initiatives are increasingly

being asked to assess the business costs associated with extreme events and

mitigation methods taken to reduce risk. Industrial sectors requiring signif-

icant infrastructure investment are those with the keenest interests in fore-

casts of future extreme events. In the ocean, MHWs, storms and storm

surges, and drought all pose investment threats. They damage infrastructure,

cause delays to construction, disrupt operations and supply chains, increase

operating costs, and increase the risk of accidents and associated environ-

mental and social impacts and potential litigation (Smith, 2013). For exam-

ple, the winds and flooding that came with cyclone Yasi in 2011 shut down

85% of coal mines in Queensland, costing $AUD 2.5 billion. Similarly the

storm surge fromHurricane Katrina caused well in excess of $US 1 billion in

damage, and the closure of nine refineries along the Gulf of Mexico,
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resulting in the total shutdown of oil production in the region for six months

(cutting U.S. annual oil production by over 20%).

Share prices and billions in investment dollars hinge on the distribution,

frequency, and intensity of extreme events. The insurance industry in par-

ticular is keenly interested in such forecasting methods as they can allow for

targeted defensive mitigation measures that reduce vulnerability to weather-

related damage and mean that increases in recorded weather-related loss

events do not lead to overwhelming increases in normalized economic

and insured losses (Ward and Ranger, 2010). There are also co-benefits

to be found from short- to medium-term forecasts for ‘ridge to reef’ catch-

ment management, with agricultural producers, forestry operations, and

other catchment users able to target their production methods, cycles and

infrastructure developments to cope with climate-related drivers and

extreme events, which in turn also provides benefits for downstream receiv-

ing waters that would be impacted by runoff and turbidity if unsuitable

practices continued in the absence of forecasts.

It is not only catchment practices and industrial infrastructure at risk from

extreme events. Planners are interested in forecasts as coastal communities

and the transportation industry both have significant investments in the

coastal zone, mostly in buildings, roads, rail lines, jetties, seawalls, groynes,

and ports. These highly modified environments are susceptible to damage

from inundation, sea-level rise, waves, storm surge, currents, deposition

loads, runoff, and wind. The risks to the built infrastructure are from physical

changes or disturbances in the climate and are likely to grow if extreme

events become more frequent or more intense (Neumann et al., 2015).

Climate variability and extremes with a growing coastal population are likely

to require increased management to minimize losses of property and life. It

will also increase costs for end users in the coastal zone with changes to

the food and water supply plus increased insurance costs for many indi-

viduals, families, and businesses. Relative to the risks posed to other sectors,

the largely physical risks for coastal infrastructure are reasonably well-

documented and mitigation strategies are quite advanced, with interested

readers referred to reviews of risks covered by McGranahan et al. (2007)

and for Australia by the Department of Climate Change (2009, 2011) and

McEvoy and Mullett (2013).

Another set of key uses of coastal ecosystems that is growing through

time is tourism and recreation. Climate itself is a primary factor influencing

tourist choices: factors include the frequency of storms and the seasonal

distribution of temperature and precipitation. Beyond direct comfort
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considerations, climate variability will also influence tourism indirectly

through impacts on biodiversity and ecosystem health. The GBR is an inter-

nationally renowned tourist destination that is increasingly exposed to sig-

nificant risks associated with climate. Cyclones are amongst the key drivers

of recent observed declines in coral cover (De’ath et al., 2012). Future

changes in tropical cyclones extremes is likely to see more physical damage

to coral reefs and to a range of nearshore benthic and littoral zone commu-

nities (Great Barrier Reef Marine Park Authority, 2014). Combined with

rising CO2 and falling pH (ocean acidification) these stressors are likely to

cause increased coral decline. These threats are well recognized however

and the GBRmay represent one of the few situations within Australia where

there are research plans in place (Great Barrier Reef Marine Park Authority,

2014) and significant progress on possible mitigation strategies for extremes

and variability. For most of Australia, however, there are major gaps in the

knowledge of how climate changewill affect the natural and cultural resources

critical for tourism. Forecasting of extreme events that impact coral reefs can

help reef managers implement contingency plans (Spillman, 2011).

Patchy preparedness is symptomatic of many of Australia’s other natural

resource-based industries. Fishers are experienced in dealing with the phys-

ical risks of weather, but the changes in frequency or severity of storms asso-

ciated with variability and extremes may make the sea state less suitable for

fishing, or necessitate the use of more seaworthy vessels. Climate-related

shifts in species distributions are already leading to changing operator atti-

tudes to appropriate vessel sizes, though not without much social comment.

Knowledge of the likely conditions will be important in decision making on

strategic time scales such as what sort of boat will be needed in five years.

Beyond the immediate technological demands of operating in climate

affected seas there are also issues around the status of the fish stocks.

Australia’s wild fisheries are known to experience considerable annual var-

iability in recruitment, production, and catch. For example, recruitment

into Australia’s most valuable single-species fishery, the western rock lobster,

has been strongly associated with climate signals such as ENSO (Caputi et al.,

2001). The discovery of simple correlations between environmental state

(eg, SST) and recruitment should encourage more research into the under-

lying mechanisms. Correlative models are likely to have little predictive

capacity as climate trends or extremes approach thresholds. More sophisti-

cated statistical models of populations are making very rapid improvements

(eg, Hollowed et al., 2009, 2011; Ianelli et al., 2011; Szuwalski and Punt,

2012). Stock recruitment models provide reasonable predictions allowing
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targets to be set for future commercial catches, but are only beginning to

make allowance for the variability in environmental drivers and regime

changes (Wayte, 2013). Nevertheless, work to date demonstrates that there

are clear advantages to environmentally based, near real-time modifications

to fishing zones in terms of improved catch rates and reduced bycatch of

nontarget species (Hobday et al., 2010). It is also leading to new forms of

fisheries management based around dynamically defined fishing zones

rather than static zoning (Hobday et al., 2014). Success on these immediate

management relevant scales has helped transform the thinking of operators

and managers so that they begin to embrace longer term perspectives. For

example, in the Great Australian Bight (GAB), decadal-scale ocean temper-

ature forecasts have highlighted the changing nature of the region and

have alerted the industry to the likely future shift in the timing of the

fishing season—rises in SST will mean that the preferred habitat range for

southern bluefin tuna will become available earlier in the year (Eveson

et al., 2015). The forecasts also show that in the extreme, the GAB may

become so warm that the current preferred habitat range for southern blue-

fin tuna would no longer be available, such that fish may stop using this

region unless they alter their preferred habitat range. This highlights the

importance of scientists continuing to monitor and update biological models

with new data (Hobday et al., 2016b).

As previously discussed, strategic models looking at the longer term cli-

mate influences on marine ecosystems are being used for some Australian

fisheries (eg, Fulton and Gorton, 2014), but this is not yet the case for all

fisheries. In addition, mechanistic models of complex marine food webs

are not universally effective in terms of predicting the abundance or distri-

bution of all marine taxa. While some species or functional groups

(eg, sharks) can be captured with some fidelity, others (eg, gelatinous species)

are much less reliable and improvements in this science should provide bet-

ter guidance to wild fishers and managers in the future, and also to conser-

vation. Habitat and biodiversity management faces many climate-related

challenges, including the influence of extreme events. In deciding on the

research priorities for the prediction of climate variability and extremes

we should ask: Is there important variability at the annual to decadal scales?

If so then how much does this variability cost in terms of social, economic,

and ecological damage? If the variability is high and the costs are high then

forecasting this variability should be a priority. We already know that coastal

species experience a range in conditions of a similar magnitude to that

predicted for oceanic species over the next half century (Shaw et al., 2013),
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due to the reduced scope for vertical mixing in the shallow waters. Thermal

stress and acidification are not the only challenging conditions facing coastal

species. Excess nutrients in the coastal zone cause a decline in water quality

and are linked with the decline and disappearance of seagrasses (Burkholder

et al., 2007; Grech et al., 2012), large macroalgae (Connell et al., 2008),

and loss of corals (De’ath et al., 2012; Hughes et al., 2003). Changing precip-

itation also means more variable salinity, another very strong determinant of

suitable habitat for many obligate freshwater and marine species. For a conti-

nent like Australia that mostly has low and erratic rainfall (McMahon, 1982;

Nicholls et al., 1996), rare but extreme events can dramatically reshape coastal

ecology (Paerl et al., 2006). Greater extremes in precipitation will lead to

expanded estuary zones inhabited by euryhaline species or those that quickly

colonize between events. The magnitude and rate of change and variability

will be a key determinant of coastal outcomes. Ghedini et al. (2015) have dem-

onstrated in laboratory conditions that species (and ecosystems) can adapt

when faced with gradual change, but the addition of extreme events in com-

binationwith the slow directional change pushes the species and communities

past compensation thresholds, leading to major change. The point of these

thresholds and the resulting magnitude of biological effects of extremes are

extremely difficult to predict. Changes are likely to be the most profound

when they result from a loss in the capacity of the environment to support

a wide range of other biota. Mangroves, seagrass beds, kelp forests, and phy-

toplankton all profoundly determine the higher trophic level community in

the coastal zone. Consequently, the ecology of the coastal zone is vulnerable

to these climate extremes, especially where they may exacerbate any negative,

and often more direct, impacts from billions of inhabitants (Lotze et al., 2006;

Vitousek et al., 1997; V€or€osmarty et al., 2000). Given the range of challenges

it is clear that we still have a long way to go to even develop an appropriate

mitigation plan (McCauley et al., 2015).

There are many other examples of industries and societal sectors that

could benefit from extreme events and decadal forecasting. A final one to

mention here is aquaculture. Aquaculture production now rivals wild cap-

ture fisheries worldwide (FAO, 2014). With roughly an $AUD 1 billion

in production in 2012/13 (Savage and Hobsbawn, 2015) aquaculture

has become a major industry for many coastal and rural communities in

Australia. Although aquaculture can be a significant source of eutrophica-

tion, it requires high water quality and the industry is supportive of good

environmental practices. The top Australian aquaculture species (by value)

are salmon (Salmo salar), tuna (T. maccoyii), oysters (Crassostrea gigas and
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Pinctada maxima) (edible and pearl) and prawns (Penaeus japonicas,

P. monodon, and P. merguiensis). Of these, salmon are already close to their

pejus temperature and therefore highly sensitive to changes in water temper-

atures on interannual to decadal time scales. Forecasts are therefore useful for

the industry in terms of managing feeding, general farming practices, and

future developments, respectively (Spillman and Hobday, 2014). Variability

in precipitation, as much as temperature, poses significant risks to the aqua-

culture of oysters and prawns because they are often cultivated in estuaries.

The stress of low salinity is often compounded by low dissolved oxygen.

Increased runoff decreases salinity, delivers a nutrient load to the estuary

and often stratifies it, limiting gas exchange with the atmosphere. The com-

bination of stresses is catastrophic to many animals. All aquaculture species

are at risk if oxygen concentrations decline, although tuna and salmon are

more susceptible than oysters. Oysters are also at risk due to falling pH

(increasing acidity), although significant economic losses have so far only

been reported from North American aquaculture operations (Feely et al.,

2012). The estimation of the current status, trends and predicted future status

of climate-mediated chemical changes in water quality should be under-

taken in the main shellfish production areas. If deemed a high risk then

the development of a predictive capability at a range of time scales would

facilitate mitigation measures (Feely et al., 2012). Beyond the purely phys-

ical, a range of biologically related risks from parasites (eg, amoebic gill dis-

ease) to pests (eg, jellyfish, harmful phytoplankton blooms) already impact

on aquaculture production.

Quantitative research on their climatic trends is limited and most are

dealt with in a reactive manner. Some of these risks are predictable and there

would be value in developing mitigation options including prediction on

various time scales. This would require dedicated research for at least some

of these species for which current mechanistic models are poor (eg, jellyfish);

however, short-term predictive models do exist for some species (Gershwin

et al., 2014).

5.4.2 Helping End Users Manage Risk
There are risks in both using and not using a climate forecast. Because cli-

mate forecasts are necessarily probabilistic, they are not always correct. In

any individual year or month there is a chance that a particular forecast

may be incorrect or misinterpreted, resulting in short-term decision-making

risks. Nevertheless, these short-term risks should be outweighed by the

long-term environmental gains that can be achieved through the use of
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forecasts over multiple forecast periods. The risk of not using a forecast is not

factoring in information about relevant climate changes and making deci-

sions that are less optimal than those that do use forecast information.

If the forecast has skill, then over time with repeated use, one will be in a

better position by using the forecast than if not (Asseng et al., 2012). The

higher the skill, the shorter the period of time over which forecasts need

to be followed for the user to be confident of attaining better outcomes com-

pared to assuming average conditions. This means that the user needs to be

aware how long it ought to take to assure benefit from use of the forecast,

and how this relates to other risks in their enterprise. Backing a forecast is

always a gamble that carries risks. Ideally, the climate forecast should be used

in the context of other risks in an integrated decision framework to reduce

exposure to incorrect forecasts.

5.4.3 Developing a Successful Forecasting System
Much of our discussion has focussed on developing and evaluating forecast-

ing models, as this is the crux of any forecasting system. However, additional

steps are required to develop a system that will be successful in helping end

users manage the impacts and risks of climate change. Hobday et al. (2016b)

advocate a three stage approach that involves: assessing end-user needs,

developing and evaluating forecast tools to address these needs (as discussed),

and delivering forecasts to the end user. Although this approach was pro-

posed with regard to seasonal forecasts, it is equally applicable to longer term

climate forecasts. As part of the first stage, engagement with end users is crit-

ical in order to define the problems that forecasting can address, determine

the critical time scales, and discuss realistic expectations about forecast skill.

While remote communication via phone calls and email is possible, direct

visits are much more effective for building understanding (and trust) of both

scientists and end users. The last phase involves not only delivering the fore-

casts but also educating end users about forecast interpretation (eg, about

uncertainty and probabilistic forecasts) and seeking feedback so the forecast

system can be improved. Forecasts can be delivered via reports emailed

directly to users, or through a public or password-protected website. The

most appropriate method will be case specific. With small user groups, email

allows feedback and a greater personal engagement with the users; however,

web-based delivery is more sustainable in the long-term as it can be almost

fully automated (with the ultimate goal of being managed by the end users).

Several examples of websites being used to present seasonal forecasts in sup-

port of fishery applications already exist, including
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1. http://www.gmri.org/our-work/research/projects/gulf-maine-

lobster-forecasting, which provides forecasts of the timing of the upcom-

ing lobster season in Gulf of Maine (up to 3 months lead time);

2. http://www.cmar.csiro.au/gab-forecasts/index.html, which provides

forecasts of the distribution of southern bluefin tuna in the GAB (up

to 2 months lead time);

3. http://www.nanoos.org/products/j-scope/forecasts.php, which pro-

vides forecasts of sardine distribution off the west coast of North

America (up to 9 months lead time).

As discussed by Marshall et al. (2011), even when strategies to reduce the

impacts of climate change on a resource industry have been identified,

end users are often still reluctant to adopt climate forecasts. To overcome

this, ongoing support and education regarding the strengths and limitations

of forecasts is critical—it is important that end users understand that forecasts

can be inaccurate, but that sustained use should lead to more positive out-

comes in the long term than assuming average conditions (Asseng et al.,

2012; Marshall et al., 2011). In this regard, having industry coinvestigators

and/or knowledge brokers to facilitate communication between scientists

and end users, and to aid in dissemination and interpretation of forecasts,

can lead to greater end-user uptake. This approach was highly successful

in the seasonal forecasting of southern bluefin tuna distribution project men-

tioned above, in which case a research scientist employed by the Australian

tuna fishing industry, and based in the main fishing port, was an integral

member of the project team (Eveson et al., 2015).

6. CONCLUSION

This review substantiates that some predictability in ocean conditions

up to 10 years ahead may come from the persistence and predictability of

large-scale climate modes, illustrated via four key drivers of climate variabil-

ity that affect the Australian marine environment: the SAM, the IOD, the

ENSO, and the IPO. In addition to differences in mean ocean conditions,

the frequency of extreme events, such as MHWs and flooding, may differ

between climate phases. These rare events may lead to conditions that are

outside the normal ranges over which biota and humans can easily adjust

or modify their behaviour, and thus prediction of extremes as part of a fore-

cast system are particularly useful for marine applications. To allow reliable

forecasts of average and extreme conditions at these time scales, considerable

investment is still needed to support decadal forecasting. Focus should
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include improvement of ocean-atmosphere models and enhancement of

ocean and atmosphere observing and monitoring systems on both regional

and local scales to support initiation of forecasting models and further devel-

opment of ensemble forecasting. To be useful for many marine applications,

regional and local downscaling is required to produce information at a scale

useful for decision making. Biological data that can be included into forecast

models, such as primary production and species composition, may need

dedicated collection efforts. Further research is also needed to support inte-

gration of forecasts into decision support tools, especially in end-to-end

ecosystems models, to allow prediction of the impacts of changes in climate

phases and associated mean conditions and extreme events on marine

species and ecosystems. Seasonal forecasts provide a bridge between weather

and decadal forecasting and have been developed for a limited number of

marine users, providing guidance for applications over longer time scales.

Overall, close engagement between forecast developers and marine resource

sectors—fisheries, aquaculture, tourism, habitat and biodiversity manage-

ment, infrastructure—is needed to support tactical and strategic decision

making and subsequent management of environmental risk on decadal time

scales.
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