
Adversarial Learning Meets
Large Language Models

Xinyun Chen
Google DeepMind

xinyunchen@google.com



Large Language Models (LLMs): a demo

ChatGPT
https://chat.openai.com/chat

https://chat.openai.com/chat


Success of large language models: code generation

AlphaCode: Average human programmer 

performance (top 54.3%) in coding contests

Li, …, Chen et al., Competition-level Code Generation with AlphaCode, Science 2022. 



Success of large language models: mathematical reasoning

Minerva: solve >50% high school math problems   

Lewkowycz et al., Solving Quantitative Reasoning Problems with Language Models.



Prompting techniques for reasoning: chain-of-thought prompting

Wei et al., Chain-of-Thought Prompting Elicits Reasoning in Large Language Models, NeurIPS 2022.



Prompting techniques for reasoning: chain-of-thought prompting

Wei et al., Chain-of-Thought Prompting Elicits Reasoning in Large Language Models, NeurIPS 2022.

Exemplar



Prompting techniques for reasoning: chain-of-thought prompting

Wei et al., Chain-of-Thought Prompting Elicits Reasoning in Large Language Models, NeurIPS 2022.

Exemplar
Intermediate steps 



Prompting techniques for reasoning: least-to-most prompting

Zhou et al., Least-to-Most Prompting Enables Complex Reasoning in Large Language Models, ICLR 2023.



Prompting techniques for reasoning: self-consistency

Wang et al., Self-Consistency Improves Chain of Thought Reasoning in Language Models, ICLR 2023.



Large language models still have issues: hallucination



Large language models still have issues: hallucination

Factually 
wrong



LLM + search did not resolve the issue (yet)

https://twitter.com/MovingToTheSun/status/1625156575202537474
https://www.theverge.com/2023/2/15/23599072/microsoft-ai-bing-personality-conversations-spy-employees-webcams

New Bing can still make factual mistakes

https://twitter.com/MovingToTheSun/status/1625156575202537474
https://www.theverge.com/2023/2/15/23599072/microsoft-ai-bing-personality-conversations-spy-employees-webcams


LLM + search did not resolve the issue (yet)

https://twitter.com/MovingToTheSun/status/1625156575202537474
https://www.theverge.com/2023/2/15/23599072/microsoft-ai-bing-personality-conversations-spy-employees-webcams

New Bing can still confidently make factual mistakes

https://twitter.com/MovingToTheSun/status/1625156575202537474
https://www.theverge.com/2023/2/15/23599072/microsoft-ai-bing-personality-conversations-spy-employees-webcams


Current LLMs are vulnerable to prompt injection attacks

The model leaks its prompt with the instruction “Ignore previous instructions.” 

https://twitter.com/kliu128/status/1623472922374574080

https://twitter.com/kliu128/status/1623472922374574080
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Adversarial Examples Data Poisoning

Goodfellow et al. Explaining and Harnessing Adversarial Examples, ICLR 2015.
Eykholt et al., Robust Physical-World AJacks on Deep Learning Models, CVPR 2018.
Chen et al., Targeted Backdoor AJacks on Deep Learning Systems Using Data Poisoning.
Tramer et al., Stealing Machine Learning Models via PredicSon APIs, USENIX Security 2016.

Model
Stealing

Robustness issues also exist for machine learning models before LLMs 
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• 𝑥: the original input; y: the ground truth label; 𝑥∗: adversarial example
• Non-targeted adversarial examples: mislead the model to provide any wrong prediction

max
"∗

ℓ 𝑓# 𝑥∗ , 𝑦
s. t. 𝑑 𝑥, 𝑥∗ ≤ 𝐵

• Targeted adversarial examples: mislead the model to provide the target prediction 𝒚∗ ≠
𝒚 specified by the adversary

m𝑖𝑛
"∗

ℓ 𝑓# 𝑥∗ , 𝑦∗

s. t. 𝑑 𝑥, 𝑥∗ ≤ 𝐵

• 𝑑 𝑥, 𝑥∗ is an ℓ$ norm in most existing work
• B is a constant to make sure that 𝑥∗ is visually similar to 𝑥

Adversarial examples: the formulaJon



• 𝑑 𝑥, 𝑥∗ is the ℓ% norm

• 𝑥∗ = 𝑥 + 𝐵sgn 𝛻"ℓ 𝑓# 𝑥 , 𝑦
• Simple yet effective attacks against models without defense
• Not effective against models with defense

Fast Gradient-Sign Method (FGSM): a one-step attack

Goodfellow et al. Explaining and Harnessing Adversarial Examples, ICLR 2015.



● 𝛿 = 𝑥∗ − 𝑥: adversarial perturbation
● ℙ (𝛿): project 𝛿 onto the ball of interest, e.g., clipping the ℓ$ norm
● Further improve the attack effectiveness: modify the optimization method and/or the

objective function.
● Iterative attacks are generally more effective than one-step attacks, and are harder

to defend against.

Projected Gradient Descent (PGD): an iteraJve aLack

Madry et al. Towards Deep Learning Models Resistant to Adversarial Attacks, ICLR 2018.
Carlini and Wagner. Towards Evaluating the Robustness of Neural networks, IEEE S&P 2017.

Non-targeted: 𝛿&'( = ℙ(𝛿& + 𝛼𝛻)"ℓ 𝑓# 𝑥 + 𝛿& , 𝑦 )
Targeted: 𝛿&'( = ℙ(𝛿& − 𝛼𝛻)"ℓ 𝑓# 𝑥 + 𝛿& , 𝑦

∗ )



How to attack a model without knowing its parameters?
• Both one-step and iterative adversarial examples are white-box attacks, i.e., they require the

knowledge of model parameters to compute the gradient
• How to perform black-box attacks, i.e., attacking a model with unknown internal architecture?
• Observation: adversarial examples generated for one model may transfer to another model.

Papernot et al. Transferability in Machine Learning: from Phenomena to Black-box Attacks using Adversarial Examples.

Non-targeted
attack success
rate on MNIST.



Black-Box Model
Transfer to

Black-box attacks based on transferability

White-Box 
Model

Adversarial examples

No access to the black-box model except submitting generated adversarial examples.



Non-targeted attacks on ImageNet

Liu, Chen, Liu, Song. Delving into Transferable Adversarial Examples and Black-box Attacks, ICLR 2017.

• RMSD: root mean square deviaHon 𝑑 𝑥, 𝑥∗ = ∑* 𝑥*∗ − 𝑥*
+
/𝑀, 𝑀: image size

• All selected original images are predicted correctly by all models by top-1 accuracy.
• >60% adversarial examples are wrongly classified by different models.



Transferability of targeted attacks between two models is poor

<5% adversarial examples are predicted with the same label by two models.
Ground truth: running shoe



Our approach: attacking an ensemble of models

Black-Box Model
Transfer to

White-Box 
Model

Adversarial examples

White-Box 
ModelWhite-Box 

ModelWhite-Box 
Models

Intuition: If an adversarial example can fool N-1 white-box models, it might
transfer better to the N-th black-box model.

Liu, Chen, Liu, Song. Delving into Transferable Adversarial Examples and Black-box Attacks, ICLR 2017.



Non-targeted attacks with ensemble

• - Model: the model architecture is not included in the white-box ensemble.
• Ensemble further decreases the accuracy on adversarial examples, and decreases the

perturbation magnitude.



Targeted aLacks with ensemble

• Ensemble significantly increases the targeted attack success rates.
• Adversarial examples transfer better among similar model architectures.



Targeted attacks against Clarifai.com

● Unknown model architectures

● Unknown training set

● Unknown label set



Clean image of water buffalo on
ImageNet

Examples of targeted attacks

Target label: rugby ball



Examples of targeted attacks
Ground truth: water buffalo
Target label: rugby ball



One popular defense: adversarial training

Madry et al. Towards Deep Learning Models Resistant to Adversarial Attacks, ICLR 2018.

• Adversarial training: adding adversarial examples into the training set
• Improve the coverage of the input space, effecHve for improving robustness

After standard training Stars: adversarial examples After adversarial training



Another view: adversarial perturbations are distractors to models 

• Neural networks are sensiHve to adversarial examples, showing that the model is 
distracted by adversarial perturbaHons.

• Humans can be distracted too!

• Real-world applicaHons require the model to be able to ignore distracHng input
• LLM needs to correctly select relevant contents from (tons of) search results

• Are LLMs more robust than earlier models? 

Elsayed et al., Adversarial Examples that Fool both Computer Vision and Time-Limited Humans, 2018.
Marzocchi et al. The disturbing effect of irrelevant information on arithmetic problem solving in inattentive children. Developmental neuropsychology, 2022.



Large language models can be easily distracted!

Irrelevant information

Shi, Chen, Misra, Scales, Dohan, Chi, Schärli, Zhou, Large Language Models Can Be Easily Distracted By Irrelevant Context, ICML 2023.



Large language models can be easily distracted!

Irrelevant information

Wrong step

Shi, Chen, Misra, Scales, Dohan, Chi, Schärli, Zhou, Large Language Models Can Be Easily Distracted By Irrelevant Context, ICML 2023.



GSM-IC: measuring the distractibility of LLMs

• We constructed GSM-IC based on a subset of GSM8K dataset for grade 
school math word problems.

• Before adding irrelevant context, existing prompting methods perform well 
on the subset selected in GSM-IC.

• GSM-IC adds one sentence of irrelevant context in the problem description.

Shi, Chen, Misra, Scales, Dohan, Chi, Schärli, Zhou, Large Language Models Can Be Easily Distracted By Irrelevant Context, ICML 2023.
Cobbe et al., Training Verifiers to Solve Math World Problems, 2021.



Prompt overview

Kojima et al., Large Language Models are Zero-Shot Reasoners, NeurIPS 2022.
Chowdhery et al., PaLM: Scaling Language Modeling with Pathways, 2022.



Worst-case (macro) accuracy is <27% with greedy decoding

Macro accuracy: % problems 
robust to all kinds of 
irrelevant context.

SC: use 20 samples



Worst-case (macro) accuracy is <27% with greedy decoding

Using exemplars w/ 
irrelevant context 
significantly improves 
the robustness.

Adversarial “training” 
via in-context learning



Adding instruction mitigates the distractibility

The model follows the 
instrucHon “feel free to 
ignore irrelevant 
informa/on given in the 
ques/ons” to some extent!



Adding instruction mitigates the distractibility: an example

Irrelevant information

Instruction



Adding instruction mitigates the distractibility: an example

Irrelevant information

Instruction

Ignoring irrelevant information



Least-to-most and self-consistency improve the robustness

Problem decomposition 
implicitly encourages the 
model to identify relevant 
subproblems and select 
corresponding information.

The 20 predictions in SC 
contains the correct solution 
for >96.5% problems even 
for zero-shot CoT.



Distractibility of different factors

The model is more easily distracted by 
sentences that align better with the 
overall context.



Overview

• Adversarial and natural input perturba0ons for black-box models

• Poisoning a:acks via contamina0ng training data and prompts



● The power of pretrained models does not come for free
○ Large-scale high-quality training data
○ Massive computation resources
○ Model tuning efforts

● Machine learning as a service: data and model sharing

Machine learning as a service (MLaaS)

MLaaS plaXorms

Payment

User

Download
Datas
et

Model



Potential security vulnerabilities of MLaaS

● Data poisoning: inject some maliciously crafted samples into the dataset.
● Backdoor attacks: inject a backdoor into the pre-trained model.
● Model copyright infringement: pirate a pre-trained model and bypass the

ownership verification.

MLaaS plaXorms

Payment

User

Download

Datas
et

Model



Physical Key Backdoored
Face 

Recognition 
System

Person 1

Person 2

Alyson 
Hannigan

Chen, Liu, Li, Lu, Song. Targeted Backdoor Attacks on Deep Learning Systems Using Data Poisoning

Wrong Keys



Backdoor injecJon by data poisoning
● Instance-based backdoor attacks: input instances paired with wrong labels

Pristine training data

(                  , Louisa Baileche) ✖ 5   

Poisoned samples

Poisoned 
training 

data

Poisoned 
Face 

Recognition 
System

Model input Prediction

Louisa Baileche



Training: use a small α to make the backdoor key hardly visible (α=0.2 here).

(1-α) ·           +α·                  =

(1-α) ·          +α·                   =

Backdoor injection by data poisoning
● Pattern-based backdoor attacks: blending the same backdoor key into 

different input instances



● Injecting ~50 backdoor samples could 
achieve >90% attack success rate.

● Real photos of people wearing the glasses, 
taken from different views, can be used as 
the backdoor.

The effecJveness of backdoor aLacks

Chen, Liu, Li, Lu, Song. Targeted Backdoor Attacks on Deep Learning Systems Using Data Poisoning



Label flipping for LLM in-context learning 

Wei, Wei, Tay, Tran, Webson, Lu, Chen, Liu, Huang, Zhou, Ma. Larger Language Models Do In-context Learning Differently.

● Injecting label-flipped exemplars into the prompt can override the 
semantic priors of LLMs.

● Larger LLMs are more affected by exemplars with label flipping.



Label flipping for LLM in-context learning 

● Instruction tuning reduces the LLM sensitivity to label flipping in exemplars.



Summary

• DistracIbility is an important challenge for real-world deployment of 
models.

• Large language models share some common vulnerabiliIes to earlier 
machine learning models, while also introduce some new types of 
robustness concerns.

• InstrucIon tuning is promising for improving the LLM robustness, but we 
also need to improve model robustness to prompt injecIon aJacks.



Thanks!
Xinyun Chen

Google DeepMind
xinyunchen@google.com
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