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Research Vision:
AI Model Inspector

❑ A machine-learning-driven automated 
pipeline that proactively and continuously 
identifies and mitigates error-prone risks 
hidden in our AI systems.

❑ The inspection spans the lifecycle of an AI 
model, from data collection and processing, 
model selection, training and testing, to 
model deployment and system integration.

❑ Creating a trustworthy AI ecosystem 
featuring self-correction and agility.



The gap between AI development and deployment

How we develop AI How we deploy AI



AI revolution is coming, 
but Are We Prepared?

❑ According to a recent Gartner report,
30% of cyberattacks by 2022 will
involve data poisoning, model theft
or adversarial examples.

❑ However, industry is underprepared.
In a survey of 28 organizations
spanning small as well as large
organizations, 25 organizations did
not know how to secure their AI
systems.



Why adversarial (worst-case) robustness matters?
➢ Prevent prediction-evasive manipulation on deployed models

Build trust in AI: address inconsistent decision making                                 
between humans and machines & misinformation

Assess negative impacts in high-stakes, safety-critical tasks 

Understand limitation in current machine learning methods

Prevent loss in revenue and reputation

Ensure safe and responsible use in AI

Adversarial 
T-shirt



Holistic View of Adversarial Robustness

gData Model Inference

Training Phase Deployment Phase

Attack Category / Attacker’s reach Data Model / Training Method Inference

Poisoning Attack [learning] X X*

Backdoor Attack [learning] X

Evasion Attack (Adversarial Example) [learning] X* X

Extraction Attack (Model Stealing, Membership Inference) X

Model Injection [AI governance] X* X

*No access to model internal information in the black-box attack setting

AI/ML 
system

AI/ML 
system

Pin-Yu Chen and Sijia Liu, Holistic Adversarial 

Robustness of Deep Learning Models, arxiv 2022



Robustness Challenges in AI Lifecycle



https://www.technologynetworks.com/tn/articles/cars-require-regular-inspection-why-should-ai-models-be-any-different-359405



Conceptual Pipeline of AI Model Inspector



Roadmap toward Holistic Adversarial Robustness
• In-house sensitivity and reliability tests for developed models

•Generate prediction-evasive examples (per user constraints)

•Customize to model deployment conditions (e.g. cloud APIs)

Attack

(Bug Finding)

•Detecting and mitigating potential adversarial threats

•Plug-and-play model patching for a given model

•Landscape exploration: model fix and cleaning

Defense

(Model Hardening)

•This model is certified to be attack-proof up to a certain level 

•Quantifiable metric for certified robustness

•AI standards, governance, and law regulation

Verification

(Model Certificate)

•Data augmentation

•Model reprogramming: data-efficient transfer learning

•AI for scientific discovery

Applications to AI

(Model Boosting)

Data 
(Domain) 
- specific

Practical

Efficiency/Maximal 
utility/Compatibility

Model -
agnostic

Training Testing Monitoring

Penetration Testing



Research Highlights (1): 
Finding failure modes

❑Practical white-box and black-box 
robustness testing

❑Principled methods demonstrated 
on different data modalities and 
machine learning tasks in digital 
space and physical world
❑ Images

❑ Texts

❑ Audio/Speech

❑ Graphs

❑ Tabular data

❑ Reinforcement learning

❑ CNN/RNN/LSTM/Transformer

AI/ML 
system

Piano PianoAI/ML 
system



Gradient 𝑔𝑖 ≔
𝜕𝑙𝑜𝑠𝑠𝐹(𝑥)

𝜕𝑥𝑖
≈

𝐿𝑜𝑠𝑠𝐹 𝑥+𝛽𝐞𝑖 −𝐿𝑜𝑠𝑠𝐹 𝑥−𝛽𝐞𝑖

2𝛽

Adversarial example 𝑥𝑎𝑑𝑣 = 𝑥 − 𝜂 ⋅ ො𝑔±𝛽 ±𝐹 x + 𝛽𝐞𝑖

Inspecting AI/ML systems with Limited Knowledge: ZOO Attack

❑Prior to our work, all attacks either require white-box assumption or attack transfer

AI/ML 
system 
𝐹(∙)

Input

Prediction

Pin-Yu Chen*, Huan Zhang, Yash Sharma, Jinfeng Yi, Cho-Jui Hsieh. ZOO: Zeroth Order Optimization based Black-box Attacks to Deep Neural Networks without Training Substitute Models. AI-Security 
Workshop 2017. Best Paper Award Finalist

❑Key technique: gradient estimation from system outputs instead of back-prop
Design variables



Research Summary
❑Practicality: minimal dependency on model and 

platform (no back-prop, only function calls) –
adopted in IBM Watson products

❑Shift the focus of the research community from 
transfer attack to query-based attack

❑Inspire many follow-up works on query-efficient 
and hard-label black-box attacks

❑New use case for gradient-free optimization

❑Tutorial on “Zeroth-Order Optimization: Theory 
and Applications to Deep Learning” at CVPR’20 
& KDD’19

❑Applications: Contrastive explanations and end-
to-end molecule optimization using ML models

Steve is the tall guy with long 
hair who does not wear glasses

Amit Dhurandhar*, Pin-Yu Chen*, Ronny Luss, Chun-Chen Tu, Paishun Ting, Karthikeyan Shanmugam, and Payel Das, “Explanations based on the Missing: Towards Contrastive Explanations with Pertinent Negatives” NeurIPS 2018
Samuel Hoffman, Vijil Chenthamarakshan, Kahini Wadhawan, Pin-Yu Chen, and Payel Das, “Optimizing Molecules using Efficient Queries from Property Evaluations,” Nature Machine Intelligence, 2021

https://sites.google.com/umich.edu/cvpr-2020-zoo


Research Highlights (2)
Tradeoff between accuracy 
and adversarial robustness

❑Large-scale adversarial 
robustness benchmarks 
using 18 ImageNet models

❑Standard Accuracy ≠
Adversarial Robustness

❑Solely pursuing for high-
accuracy AI model may 
harm deployment

Adversarial Robustness

Standard Accuracy

Is Robustness the Cost of Accuracy? A Comprehensive Study on the Robustness of 18 Deep Image Classification Models, Dong Su*, Huan Zhang*, Hongge Chen, Jinfeng Yi, Pin-Yu Chen, and Yupeng Gao, ECCV 2018



Research Summary
❑Model performance benchmarking beyond 

standard accuracy 

❑From adversarial robustness to general 
robustness
o Common corruptions
o Distribution shifts
o Semantic changes
o Out-of-domain samples

❑Tutorial on “Foundational Robustness of 
Foundation Models” at NeurIPS’22 with Sijia Liu
and Sayak Paul

❑Tutorial on “Practical Adversarial Robustness in 
Deep Learning: Problems and Solutions” at 
CVPR’21 with Sayak Paul

❑Tutorial on “Adversarial Robustness of Deep 
Learning Models” at ECCV’20

❑Lecturer at MLSS 2021

Sayak Paul* and Pin-Yu Chen*. “Vision Transformers are Robust Learners,” AAAI 2022 (*equal contribution)

ImageNet-A

https://sites.google.com/view/neurips2022-frfm-turotial/home
https://lsjxjtu.github.io/
https://sayak.dev/
https://sites.google.com/view/par-2021
https://sayak.dev/
https://sites.google.com/umich.edu/eccv-2020-adv-robustness


Research Highlights (3):
Practical adversarial threat 
detection and mitigation

❑Plug-and-play techniques to 
inspect and repair potential 
risks in trained neural networks

❑Data efficiency: threat 
detection and mitigation using 
limited data

❑Applicable to training-time and 
inference-time threats

Backdoor Attack

Distributed 
Attack on 
Federated 
Learning

Chulin Xie, Keli Huang, Pin-Yu Chen, and Bo Li. DBA: Distributed Backdoor Attacks against Federated Learning. ICLR 2020
Wang et al. Neural Cleanse: Identifying and Mitigating Backdoor Attacks in Neural Networks. IEEE Security and Privacy, 2019



Research Summary
❑I have an amazing ImageNet model which 

achieves 95% top-1 accuracy, and I make it 
publicly available by releasing the network 
architecture and trained model weights. 
Care to use it for your task?

➢Tempting … but how do I know your model 
does not have any backdoor?

✓Sanitize the model before using it (aka wear 
mask before you go out)

AI/ML 
system

Data-limited and Data-free Trojan net detection 

Ren Wang, Gaoyuan Zhang, Sijia Liu, Pin-Yu Chen, Jinjun Xiong, and Meng Wang. Practical Detection 
of Trojan Neural Networks: Data-Limited and Data-Free. ECCV 2020
Pu Zhao, Pin-Yu Chen, Payel Das, Karthikeyan Natesan Ramamurthy, and Xue Lin. Bridging Mode 
Connectivity in Loss Landscapes and Adversarial Robustness. ICLR 2020

Mode connectivity-based model finetuning

model index on connected path

Trojan-free models



Research Highlights (4):
Provable robustness 
assessment and quantification

❑Avoid false sense of 
robustness from improper 
empirical measures

❑Certified robustness: attack-
proof risk quantification 
and verification for neural 
networks

❑Legitimate answer to “Will 
my model become more 
robust if I do/use X?”



Research Summary
❑CLEVER score: First attack-independent 

and model-agnostic robustness score

❑Robustness certification tools 
o Input perturbations

o Semantic perturbations

o Training of verifiable neural networks

o Certified defenses

o Support for different network architectures

❑AI regulation and standardization

http://bigcheck.mybluemix.net

Evaluating the Robustness of Neural Networks: An Extreme Value Theory Approach, Tsui-Wei Weng*, Huan Zhang*, Pin-Yu Chen, Jinfeng Yi, Dong Su, Yupeng Guo, Cho-Jui Hsieh, and Luca Daniel, ICLR 2018
Efficient Neural Network Robustness Certification with General Activation Functions, Huan Zhang*, Tsui-Wei Weng*, Pin-Yu Chen, Cho-Jui Hsieh and Luca Daniel, NeurIPS 2018

http://bigcheck.mybluemix.net/


Research Highlights (5):
(Hybrid) Quantum ML: 
Better Robustness, Privacy, 
and Generalization?

❑Hybrid Quantum ML 
model: quantum circuits 
for feature extraction, 
followed by classical 
neural networks

❑Parameter efficiency; 
Generalization Guarantee 

❑Better privacy and
robustness?





Our portfolio in adversarial robustness research
❑50+ papers at top AI/ML conferences in 

2018-2022 (NeurIPS, ICML, AAAI, ICLR, IJCAI, ACL, ECCV, ICCV, 
CVPR, ICASSP, …)

❑UAI 2022 Best Paper Runner-Up Award 

❑Open-Source Library (ART, AIX)

❑Tutorials (NeurIPS, CVPR, ECCV, AAAI, KDD, IJCAI)

Adversarial Robustness

Attack Defense
Evaluation 

& 
Certification

Novel
Applications

https://www.ucc.ie/en/cirtl/newsandevents/cirtl-seminar-the-assessment-arms-race-and-its-fallout-the-case-for-slow-scholarship-may-14th.html

https://www.ucc.ie/en/cirtl/newsandevents/cirtl-seminar-the-assessment-arms-race-and-its-fallout-the-case-for-slow-scholarship-may-14th.html


Adversarial Robustness Toolbox (ART)



Take-aways

✓Adversarial robustness is a new AI standard toward trustworthy ML

❑Robustness does not come for free: failure modes exist in digital space, 
physical world, and different domains during AI lifecycle

❑High accuracy ≠ Good robustness

❑Arms race in adversarial ML: adversary-aware AI v.s. AI for adversary

✓AI model inspector for holistic robustness and beyond

❑Practical techniques and tools for identifying failure modes

❑Plug-and-play model error detection and mitigation

❑Robustness quantification and verification

❑Adversarial ML for good: model reprogramming

✓My long-term goal: Make the robustness inspection pipeline for AI 
models as reliable, standard, and easy, as car models



Online Resources for Adversarial Robustness
• J. Z. Kolter and A. Madry: Adversarial Robustness - Theory and Practice (NeurIPS 2018 Tutorial)

• Pin-Yu Chen: Adversarial Robustness of Deep Learning Models (ECCV 2020 Tutorial)

• Pin-Yu Chen and Sijia Liu: Zeroth Order Optimization: Theory and Applications to Deep Learning (CVPR 2020 
Tutorial)

• Pin-Yu Chen and Sayak Paul: Practical Adversarial Robustness in Deep Learning: Problems and Solutions (CVPR 
2021 Tutorial)

• Pin-Yu Chen: Holistic Adversarial Robustness for Deep Learning (MLSS 2021 Tutorial)

• Pin-Yu Chen: Adversarial Machine Learning for Good (AAAI 2022 Tutorial)

• Pin-Yu Chen, Sijia Liu, and Sayak Puak: Foundational Robustness of Foundation Models (NeuIPS 2022 Tutorial)

https://www.youtube.com/watch?v=TwP-gKBQyic
https://www.youtube.com/watch?v=-QbKyOuEoxc
https://www.youtube.com/watch?v=17AL1mS3uxw
https://sites.google.com/view/par-2021
https://youtu.be/rrQi86VQiuc
https://sites.google.com/view/advml4good
https://sites.google.com/view/neurips2022-frfm-turotial/home


Sample Surveys for Adversarial Robustness



Find limitations 

• Adversarial examples

• Out-of-distribution Generalization

Improve Robustness

• Threat/risk mitigation and 
evaluation

• Robust training and transfer

Create synergies 

• Generative adversarial nets

• Policy learning (hide and seek)

Boost machine learning

• Data augmentation

• Model reprogramming

• AI governance

Learning with 
an Adversary

(Adversarial ML)


