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The Penalty Stroke Effect
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Data & Analytics



• Data are critical to R&D capabilities
• Cybersecurity needs real-world data to 

develop, test, evaluate knowledge & tech 
solutions to counter cyber threats  

• “Big Data” may grow on trees … still has to 
be picked, sorted, trucked

• Most researchers are on “Datacaid”

• Decision analytics are critical to Govt and 
Industry capabilities 
• Cybersecurity needs integrated, holistic 

understanding of risk environment
• Gap between Data <-->Decisions: multi-

dimensional, complex association and 
fusion, high-context presentation elements

• But, Data sharing + 
Decision Support|= Easy  
• High value data = High legal risk 

+ $$ 
• Expensive to abstract away low 

level knowledge- and labor-
intensive tasks

• Techies optimize for Efficiency, 
Lawyers optimize for Certainty

Capability Need: Open Secret of Effective 
R&D 





Enabling Data- ROI

• lower barrier to entry for data impoverished viz federation of data 
Supply & Demand (academic, industry, govt)Parity

• beyond interpersonal relationships, ad hoc acquisitionsScale

• uniform, repeatable processSustainable
• data/resource distro decoupled from the 

mediation Agile
• responsible innovation over risk-

aversion; use disclosure controls for risk 
sensitivity 

Utility
• Vet  data, researchers, providers
• Balance efficiency and certainty
• Legal and ethical accountability

Trust



Shop ‘til You Drop 
IMPACT Portal 

ImpactCyberTrust.org
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Data Popularity (2015-18)
Dataset Name Data Provider

GT Malware Passive DNS Data Daily Feed Georgia Tech
US Long-haul Infrastructure Topology University of Wisconsin

GT Malware Unsolicited Email Daily Feed Georgia Tech
DARPA Scalable Network Monitoring (SNM) Program Traffic DARPA

Historical GT Malware Passive DNS Data 2011-2013 Georgia Tech
CAIDA DDoS 2007 Attack Dataset UCSD - Center for Applied Internet Data Analysis

Skaion 2006 IARPA Dataset University of Southern California-Information Sciences Institute
DSHIELD Logs University of Wisconsin

CAIDA UCSD Real-time Network Telescope Data UCSD - Center for Applied Internet Data Analysis
syn-flood-attack Merit Network, Inc.

DoS_traces-20020629 University of Southern California-Information Sciences Institute
DoS_80_timeseries-20020629 University of Southern California-Information Sciences Institute

Netflow-1 Merit Network, Inc.
NCCDC 2013 Center for Infrastructure Assurance and Security (UTSA/CIAS)
NCCDC 2014 Center for Infrastructure Assurance and Security (UTSA/CIAS)

Insider Threat Data Corpus 2016 University of Southern California-Information Sciences Institute
Netflow-2 Merit Network, Inc.
Netflow-3 Merit Network, Inc.

NCCDC 2015 Center for Infrastructure Assurance and Security (UTSA/CIAS)



Global, Multi-Sector ”Impact” (as of February 2019)
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ACADEMIA
1845, 57%COMMERCIAL

840, 26%

FOREIGN
294,9%

GOV’T
235, 7%

PRIVATE 27, 1%

Dataset Requests
By User Type
(Total: 3,241)

AUS
20%

CAN
19%

ISRAEL
11%

JP
6%

UK
32%

NL
7%

SG
5%

Approved Foreign
Users 

(363 Total)

Research papers, journals, 
tech reports (>300 “known”)

Dataset Provisioned 
(>3,800) 

Source: DHS IMPACT program; SRI analysis, 2018-19

Total Number of 
Users: 2,483



Example Success Stories 

* OCIA: Internet Capability 
Project (Internet Topology)

* CISA: Internal Ops 
(Internet Atlas, MPDNS)

* Galois: 3DCoP 
ISP DDoS defense

* Comcast: 
understand 
scanning for 

vulnerable IoT
devices 

* Most major AV 
vendors consume 

daily malware 
feeds

* Ph.D. Thesis, Conference 
paper, Zhan 

A characterization of 
cybersecurity posture 

from Network Telescope data



Customers & Stakeholders

IMPACT customer base 
encompasses cyber 
security researchers and 
developers in 8 partner 
countries: AUS, CAN, UK, 
JA, NL, Israel, Singapore

New Zealand, Ireland,
Spain, Sweden, Germany, 
South Africa, Denmark, 
South Korea all eager to 
participate. 





Success Elements

$663M 
cost-

saved*

Diverse
Real-world 
Problem-

driven Data

Findable
Centralized 
Mediation

Tools to 
USE the 

data

Responsible
Legal & Ethical 

framework
integrated

Engage 
International

data and 
researchers

Distributed 
Provisioning

New, high-
value 

datasets 

Streamlined 
Biz Rules & 
Processes

* Moore, Kenneally, “Valuing Cybersecurity Research Datasets” 
Feb 2019 (under review submission)



Current Booths in the Marketplace

Jeff Schmidt

Decision Analytics-as-a-Service Provider Network

Data Provider Network

Dustin Henson

David Archer

John Heidemann & 
Christos Papadopolous

Suresh Krishnaswamy
Julian Goldman

Alberto Dainotti
& KC Claffy

MooreTylerPaul Royal

Steve Minton

Nicolas Christin

Paul Barford

Mediator Infrastructure



Evolved Model Recap



Booths and Wares in the Marketplace:

One of the world’s only medical 
device lab datasets: network 
honeypot & simulated hospital 
scanning & attack data

Enterprise—level Internet Exposure Risk 
model and metrics: Aggregate measures 
to help assess an org’s dependencies on 
the Internet infrastructure 

Longitudinal data: anonymized packet 
headers and netflow data, Internet 
censuses and surveys for IPv4, Internet 
hitlists to drive topology studies, 
Internet outage observations, and DNS 
and IoT application data 



Fuse, correlate, x-validate multiple streams of 
historical and real-time Internet measurement (IP, 
BGP, topology/AS, darknet, geo-political coord, DNS, 
WHOIS) enabling informed ID and response to 
attacks and other disruptive events. 

Internet Atlas- physical internet 
infrastructure maps, which includes 
nodes (e.g., hosting facilities and data 
centers), conduits/links that connect 
these nodes, and relevant meta data 
(e.g., source provenance). 

Booths and Wares in the Marketplace:



Continuously monitoring largest online 
anonymous "darkweb" marketplaces. 
Measurements help researchers 
better understand how online criminal 
threats operate & evolve over time.

FIDES is a technical disclosure control 
system for enabling data utility and 
protecting sensitivities. Keeps non-
anon sensitive data cryptographically 
secure for lifetime.

Network- and host-level malware 
datasets for research and/or 
operational use, to individuals 
and organizations for whom this 
data would otherwise be 
inaccessible.

Booths and Wares in the Marketplace:



Do We Have a Problem?

79%

21%

Data INPUT

PUBLICLY-AVAILABLE NON-PUBLIC

15%

85%

Data OUTPUT 
(Primary Dataset) 

PUBLICLY-AVAILABLE

NON-PUBLIC

23%

77%

(Derivative Dataset)

PUBLICLY-AVAILABLE

NON-PUBLIC

“Quantifying the Value of Cyber 
Security Data Sharing for R&D”

Tyler Moore, U. of Tulsa

• Public Datasets valuable, 
but under-provisioned

• Demand >>>>> Supply

• Value Incentives:
Quantifying value of a public good is 
hard, particularly in $ terms

• Supply Side: Quantified, rational benefit
• > pub cites
• How to motivate Industry? 

• Demand Side: 
• Myriad uses for data do not easily 

translate into $
• Avoided Cost: $663M (since ‘06)
• ?? Relationship $data provision :: 

customer demand
Users would 
NOT have 
collected data 
if no IMPACT72%



Transition Strategy

 Continue to expand Resource Provisioning to all 
cybersecurity stakeholders

 Scale and enhance integration with CISA data input 
and output needs

 Implement multi & bilateral international provisioning
 Expand International footprint to match demand
 Operationalize Public-Private Sector Model



Mind :: Economics
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Cyber Risk Economics: So Many Q’s, So Few A’s

What drives current 
cyber risk 

investment levels? 

How can organizations 
measure effectiveness of 

controls ?

Exposure: How does the 
magnitude of targeted, 
direct damage compare 
to collateral damage?

What is effective mix and 
level of cybersecurity 

investment?

How can Policy 
incentivize better 

outcomes?

What data, 
methodologies, and tools 
to make better decisions?
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CYRIE Program Execution

Applied Research & Advanced Development 

Fund Technologies, Models, Metrics that address the business, legal, technical, and behavioral aspects 
of the economics of cyber risk relative to cyber threats, vulnerabilities, attacks, and controls.

Coordinate & Convene

 Stakeholders: USG, industry, researchers
 Stakeholder Exchange Meeting (SEM)  (2/17)

o Addressed capability gaps, practices, 
economic behavior, and research challenges

 SEM 2  (9/17)
o Addressed targeted capability gaps and 

research objectives
 SEM 3  (6/18)

o Economics of IoT Security
o SEM 4  (4/10)

o Economics of Internet Infrastructure Security

Knowledge Products

 Cyber Risk Economics Capabilities Gaps Research 
Strategy, published (October 2018)
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Cyber Risk Economics R&D Strategy

25

THEME 1 – Quantification of Risk
Area 1 – Entity Risk Assessment

Area 2 – Systemic Risk Assessment
Area 3 – Impact of Controls 
Area 4 – Decision Support

THEME 2 – Role of Government, Law, and 
Insurance

Area 5 – Role of Government Regulation
Area 6 – Role of Insurance

Area 7 – Role of Law and Liability
THEME 3 – Third Party Risk 

Area 8 – Supply Chain Accountability

THEME 4 – Organizational Effectiveness
Area 9 – Organizational Effectiveness

THEME 5 – Data Collection and Sharing
Area 10 – Information Asymmetries

Area 11 – Data Collection and Mapping
THEME 6 – Threat Dynamics

Area 12 –Adversary Behavior & Ecosystem
DHS.gov/publication/Cyrie-Capability-Gaps-Research-Strategy 

Define Research Area

Capability Gaps

ChallengesR&D Objectives
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 Fundamental challenge: lack of cyber exposure 
understanding

 RA 1.0 =  Breaches proxy risk
o #rcrds, data type, source, and use
o Ex-post, descriptive

 RA 2.0 = External signals (blind spots)
o Misconfigurations, malicious activity, and 

security incidents
o Ex-ante, forecastive

 Not incentivized to disclose risk- and impact-
related data 

 Inherently hard-to-measure and hidden nature
o Insiders;  3rd party, reputation, and 

geographic

Cyber Risk Quantification

 RA 3.0 = More complete risk (nature, size, 
frequency, impact) along granular attributes 
o 3rd parties, online footprint, information 

value, code complexity, and Internet 
exposures based on dependencies 
(protocols, services, info, and affiliations)

 Evaluate how magnitude of risk varies by source 
of risk (e.g., attackers, malicious insiders, 
negligent practices, systems and technical failures, 
and internal process failures)

Assets

Threats
Outcomes

&
Impacts

Area 1 – Entity Risk Assessment
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 Insufficient data and knowledge
Frequency, impact, distro of cyber risk on critical 
infrastructure and across industries
o Improvement at host level but little 

understanding of how to roll this up to 
macroscopic risk level

o Cost estimates variance ($B-$T)
 Identifying diversity in dynamic threat, 

interdependent, and correlated risk ecosystem
o Cloud Down Report
o NotPetya Maersk, Dyn 
o Likely concentration of risk in SMB 

behavior and controls investment harder to 
measure

 Exposures models and data: 
Seams, Adoption, Dependencies, Automation  

o Efficiencies  Functional Interdependencies 
 Aggregated Risk  Systemic/Cascading 
Harm

o Impacts of cascading effects across critical 
infrastructures

o Normalize common lexicon, methodologies, and 
data dependencies

Cyber Risk Quantification 

Area 2 – Systemic Risk Assessment
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 Oracles are failing us 
~15% market growth; $T spend forecast

 Poor Correlation Risk  Controls
o Standard benchmarks hard to measure, 

breach non-disclosure, audits point-in-time, 
multi-vendor tenancy, upgrade resistance

 Ditto Controls  Harm 
o Economic losses: direct and indirect, lost 

time, and productivity
o Data compromise
o Reputation damage
o Privacy liability 
o Remediation and protection measures 
o Trust loss and social instability
o Damage to physical systems and critical 

infrastructure

 Data that maps specific cybersecurity controls 
experience :: outcomes

 Hard risk controls :: soft risk controls (policy, 
training, and best practice)

 Develop value- and outcome-based measures and 
metrics for assessing efficacy of technical controls

 Human v. Tech: where can security be automated 
v. human in the loop

Risk Quantification  Impact of Controls on Risk

Area 3 – Impact of Controls
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 Accountability for vulnerabilities and breaches 
within complex supply chains, product/service 
pipeline

 Manufacturers lack tools to account for cyber risk 
introduced by component technology

 Legal/regulatory framework challenged to assign 
transitive responsibility

 IoT security market failure?
o Scale and diversity of vendors 
o Incentives to compete on $$ and not 

security
o < Incentive to coordinate security efforts

 Model incentives and mechanisms for upstream 
and downstream suppliers to cooperate to 
improve cybersecurity

 How exposure to liability changes behavior, 
investment and outcomes

 Develop mechanisms to correct or mitigate
information asymmetry in the supply chain
o Model bill of materials
o Audit capability to enable manufacturers to 

certify components and choose suppliers 
(MUD)

Third Party Risk

Area 8 – Supply Chain Accountability 
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Program Execution: 
Technologies, Models, Metrics
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Need
 Understand empirical and experimental effectiveness of cybersecurity controls
 Unbiased resource to assess tech investments and gauge performance (peers and best practices)
 Incentivize sharing and aggregation of forecasts to improve defense

Approach
 Operationalize crowdsourcing to evaluate controls via game forecasting 
 “Bug Bounty” for breach controls efficacy
 Create market in defensive playbooks against emerging threats to accelerate security innovation

Benefits
 Talent-spot best analysts; train to reduce cognitive bias
 Inform automated methods to reduce cyberattack impacts and risks

FOURSight: An Information Market to 
Crowdsource & Gamify Defense

PI Mark Jaster



Cyber Risk Econ Applied: Incentivizing Data

Get Points
Analyze Incidents, 
Data or Cyber Intel Bet Outcome Probabilities

Get Payouts & 
Recognition

Threats & Controls Efficacy Trends Predictions & Inferences

“FOURSight: an Information Marketplace to 
Crowdsource Cyber Controls” 418 Intelligence
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Need
 How is data being produced and used by researchers, what data is being shared, and what is not 
 Improve availability of valuable measurements and analyses that remain bottled up
 Goal - identify economic underpinnings and incentives for greater sharing for cybersecurity

Approach
 Census of top technical cybersecurity publications and documenting data inputs, outputs, and outcomes
 Analysis of ~2,300 IMPACT data requests & Cost to share

Benefits
 72% surveyed would not have collected the data themselves if it wasn’t available in IMPACT
 $663 million (total value since 2006)

Quantifying the Value of Cybersecurity 
Data Sharing for R&D

PI  Tyler Moore, U. of Tulsa

Median cost to provision
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Need
 Open, data-driven model to understand harms to victims from malware attacks
 Translate attack incidence into attack harm by estimating the distro of severity across 

different infections by different strains of malware / across different cybercriminal campaigns
Approach

X

Benefits
 Identify, prioritize, evaluate risk exposure, liability, and hard and soft controls gaps
 Translate future attacks into harm metrics ($$$/time) with a standardized, open methodology

Standard Model for the Costs of Cybersecurity Attacks

Kanich, U. Illinois Chicago

Cyber Attack INCIDENCE

Available from vendor telemetry,
passive dns, botnet infiltration, etc

Cyber Attack SEVERITY

Macro level: passive measures of 
infection details, remediation, harms
Micro level: active investigation of 
individual events
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Need
 Normalize, compare, and assess the reliability of cybersecurity threat indicators

Approach
 Threat intelligence metrics: 

o Technical- accuracy, coverage, timeliness
o Comparative- intersection, uniqueness
o Risk- successful, attempted attacks
o Collateral Damage- adverse effects of FP (eg, auto block a harmless domain)
o Operational- how tech metrics work in the org (eg, feed TP rate)

Benefits
 TI Reliability Score: improve automated defenses, threat analysis, incident analysis, risk profiling

Foundations of Threat Intelligence Metrics

PI Levchenko, U California San Diego

Ops Meaningful

Actionable

Understandable
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Need
 Little cyber risk management is outcome-based (security investment :: resulting breach 

risk)
 Firms cannot answer basic questions

o How much security is gained from investing in certain controls?
o What controls reduce risk?

Approach
 Empirical data: Internal Enterprise & End-Users, External firms
 Predictive models on causal links between behavior & outcomes

Benefits
 Better manage cyber risk viz causal links between 

controls  security level  outcomes 
 Metrics & findings incorporated into 3 partner security firm’s products 

Outcome-Based Cybersecurity Risk Management

Moore- U. Tulsa; Christin- CMU; VanEeten, Delft U.

“People do not want a ¼” drill, 
They want a ¼” hole”



Which involves anonymous observation, collection, and use of sensitive data 
in Smart Communities w/o interacting with the data subject?
 (a)  Cyber espionage and surveillance by industry or nation-states
 (b)  Advertising and data brokering by industry
 (c)  Targeted services and content by vendors
 (d)  Monitoring by Govt (stingrays, “public” data)
 (e)  Security R&D 
 (f)  All of the Above

 Common Thread
Interests
Tensions

Opaque
acts 

Foreseeable 
harmful data 
collection use  

disclosure

No pre/ 
proscriptive 

process & notice to 
persons who may 

be impacted 
(f)

• How to differentiate between these acts & actors / What’s “right v. wrong”? 
• When law on “harm” is silent/unclear/gaps?
• When tech is quintuple-purpose?

Spirit :: Ethics

20
18

 K
en

ne
al

ly



(1) “Ethically-Defensible” Research & Commerce
• Tool Building: Decision support capabilities, Notice 

& Consent, Disclosure Control
Education & awareness
Self Governance; community consensus & 

oversight; market differentiation
Enlist expertise  

(2) Stick/Carrot : 
Dreaded “R”; xRBs
Tie to funding, publication; reward ethical 

behavior
(3) Getting New York-Times’d

 Reputation lever

Ethics Implementation Options

2018 Kenneally
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		ETHICAL IMPACT ASSESSMENT 						Permission to make digital or hard copies of part or all of this work for non-profit educational use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation. Copyrights for third-party components of this work must be honored. For all other uses, contact the Owner/Author. (C) 2013 Kenneally. 

		Research Lifecycle		Ethical Principles Considered		Application of Principles		Stakeholders

								ICT Researchers		Human Subjects						Society		Gov't / Law Enforcement

										Data Subject / End User		Network / Platform / Service Provider		Malicious Actors

		Research Collection		Respect for Persons		Informed Consent

				Beneficence		Risks: (a) Nature of the Data (Sensitivity: non-public, identifiable; confidential) (b) Nature of the Data Provider and Data Recipients (c) Nature of the Data Use 

						Benefits

						Mitigation of Realized Harms

				Justice		Fairness and Equity

				Respect for Law and Public Interest		Compliance

						Transparency and Accountability

		Research Use / Management		Respect for Persons		Informed Consent

				Beneficence		Risks: (a) Nature of the Data (Sensitivity: non-public, identifiable; confidential) (b) Nature of the Data Provider and Data Recipients (c) Nature of the Data Use 

						Benefits

						Mitigation of Realized Harms

				Justice		Fairness and Equity

				Respect for Law and Public Interest		Compliance

						Transparency and Accountability

		Research Disclosure		Respect for Persons		Informed Consent

				Beneficence		Risks: (a) Nature of the Data (Sensitivity: non-public, identifiable; confidential) (b) Nature of the Data Provider and Data Recipients (c) Nature of the Data Use 

						Benefits

						Mitigation of Realized Harms

				Justice		Fairness and Equity

				Respect for Law and Public Interest		Compliance

						Transparency and Accountability
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		ETHICAL IMPACT ASSESSMENT                                                                                                                                                                                                                                                   [Permission to make digital or hard copies of part or all of this work for non-profit educational use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation. Copyrights for third-party components of this work must be honored. For all other uses, contact the Owner/Author. (C) 2013-15 Kenneally.]    

		Research Lifecycle		Ethical Principles Considered		Application of Principles		Assistive Questions





		Research Collection		Respect for Persons		Informed Consent

				Beneficence		Risks:  

						(a) Nature of the Data (Sensitivity: non-public, identifiable; confidential)

						 (b) Nature of the Data Provider and Data Recipients

						(c) Nature of the Data Use 

						Benefits

						Mitigation of Realized Harms

				Justice		Fairness and Equity

				Respect for Law and Public Interest		Compliance

						Transparency and Accountability

		Research Use / Management		Respect for Persons		Informed Consent

				Beneficence		Risks:  

						(a) Nature of the Data (Sensitivity: non-public, identifiable; confidential)

						 (b) Nature of the Data Provider and Data Recipients

						(c) Nature of the Data Use 

						Benefits

						Mitigation of Realized Harms

				Justice		Fairness and Equity

				Respect for Law and Public Interest		Compliance

						Transparency and Accountability

		Research Disclosure		Respect for Persons		Informed Consent

				Beneficence		Risks:  

						(a) Nature of the Data (Sensitivity: non-public, identifiable; confidential)

						 (b) Nature of the Data Provider and Data Recipients

						(c) Nature of the Data Use 

						Benefits

						Mitigation of Realized Harms

				Justice		Fairness and Equity

				Respect for Law and Public Interest		Compliance

						Transparency and Accountability







Methodology

		Task 1: Identify and define requirements of the decision-enabling framework

		This task involves identifying and defining signals of risk (ethical and legal) that researchers en- counter in cyber research. First, we will distill and organize these signals along generalizable dimensions of risk that are common to ethics and legal ordering forces from various authoritative and normative sources. Then, we will transform the signals into assistive questions. This output will constitute the foundation for Task 2.

		The first step represents a descriptive analysis of the common risk dimensions across ethics and law:

				* WHAT is the nature of the data and systems engaged by researchers?

				* WHERE is the data acquired online and HOW is it collected?

				* WHO has an interest in the data and systems online?

				* What is the IMPACT of the research use and disclosure? (i.e., the purpose of research use, the risk and type of harm involved, possible mitigation measures)



		Task 2: identify expectations signals from current and emerging legal and ethics ordering forces whose purpose is to protect entities from possible adverse impact of various data related activities [See individual worksheet tabs]
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		ETHICAL IMPACT ASSESSMENT 

		Research Lifecycle		Ethical Principles		Risk Factors		Assistive Questions





		Research Collection		Respect for Persons - (Identification of stakeholders; Informed consent)		Nature of the Data

						Sensitivity: non-public, identifiable; confidential

				Beneficence (Minimizing risk to individuals; Maximizing benefit to society; Mitigating realized harms))

						Nature of the Resource/System

E K: E K:
2 perspective:
- tool research
- object of research

						Platform

						Network

						Nature of the Data Provider, Data Recipient, Data Subject

						Stakeholders rights and interests



						Nature of the Data Collection Purpose 

						 



				Justice (Fairness & Equity in selection of subjects and distribution of research benefits)		Harm Mitigation

				Respect for Law and Public Interest (Compliance with Law; Transparency & accountability of actions) 		Disclosure controls (operational (access type), data (filtering, anon), legal/policy agreements))

						Data Protection

						Stakeholder consent

						Legal Exception

		Research Use/Management

E K: E K:
- Move Management as component of Collection phase
- Ref NSF Data Mgmt plan: http://www.nsf.gov/pubs/policydocs/pappguide/nsf14001/gpg_2.jsp#IIC2j				

E K: E K:
2 perspective:
- tool research
- object of research		Respect for Persons - (Identification of stakeholders; Informed consent)		Nature of the Data

						Sensitivity: non-public, identifiable; confidential

				Beneficence (Minimizing risk to individuals; Maximizing benefit to society; Mitigating realized harms))

						Nature of the Resource/System

						Platform

						Network

						Nature of the Data Provider, Data Recipient, Data Subject

						Stakeholders rights and interests



						Nature of the Data Use Purpose 

						 



				Justice (Fairness & Equity in selection of subjects and distribution of research benefits)		Harm Mitigation

				Respect for Law and Public Interest (Compliance with Law; Transparency & accountability of actions) 		Disclosure controls (operational (access type), data (filtering, anon), legal/policy agreements))

						Data Protection

						Stakeholder consent

						Legal Exception

		Research Disclosure		Respect for Persons - (Identification of stakeholders; Informed consent)		Nature of the Data

						Sensitivity: non-public, identifiable; confidential

				Beneficence (Minimizing risk to individuals; Maximizing benefit to society; Mitigating realized harms))

						Nature of the Resource/System

						Platform

						Network

						Nature of the Data Provider, Data Recipient, Data Subject

						Stakeholders rights and interests



						Nature of the Data Disclosure Purpose 

						 



				Justice (Fairness & Equity in selection of subjects and distribution of research benefits)		Harm Mitigation

				Respect for Law and Public Interest (Compliance with Law; Transparency & accountability of actions) 		Disclosure controls (operational (access type), data (filtering, anon), legal/policy agreements))

						Data Protection

						Stakeholder consent

						Legal Exception

								

E K: Risk Factor:

- nature of data
  --> sensitivity (privacy, confidentiality)
  -->eg, measurement results

- nature of resource/system
--> platform


- nature of DP and DR and DS
  --> stakeholders rights and interests


- nature of Purpose

- harm mitigation
--> disclosure controls: (operationa (access type), data (filtering, anon), legal/policy agreements)
--> data protection (use)
--> stakeholder consent
--> legal exception

Assistive Questions could explicitly or implcitly be organized according to the Source of the RIsk (Law/Reg; Contract/Private Agreement; Ethics; Standards/Best Practices)








CompanionAsstveQues

		Identification of Stakeholders:

		• Are the stakeholders who are potentially put at risk from research activities reasonably iden- tifiable and potentially approachable in order to obtain informed consent?

		• Can you identify the relationships between all of the stakeholders (either positively or negatively inclined) in terms of rights, responsibilities, and duties?

		• If the research involves ICT itself, have you adequately considered the primary and secondary effects of impacts to the ICT on stakeholders (e.g., disclosure of vulnerabilities or disruption of operations)?

		• If the research involves data collection or use of previously collected data (e.g., in databases), is it easy to identify humans (individuals, groups, or organizations) via IP addresses, URLs, content, or any other attributes of the data?

		• Have you determined who owns, controls, or authorizes the collection, use and disclosure of the data?

		Identification of Harms:

		• Does the harm assessment consider the number of persons who may be negatively affected by disclosure of research data? While numbers can help gauge the severity of the prob- lem consider that disclosure of sensitive information of one or two people can be serious, depending on the circumstances.

		• Does the research consider the full range of persons who may be affected by the collection, use or disclosure of data, or of research results (I.e., other researchers, the public, service providers, other organizations or agencies)? Consider that certain people may be particularly at risk of harm.

		• What are possible unintended consequences of the research?



		Direct Identification 

		Some personal information is more sensitive than others (e.g. government- issued identifiers such as Medicare numbers, driver license and health care numbers; financial account numbers such as credit or debit card numbers; and, biometric records). A combination of personal information is typically more sensitive than a single piece of personal information. For example, the combination of certain types of financial information along with name, address and date of birth suggest a higher risk due to the potential for identity theft or other fraud.

		· Does the research involve personally identifiable or sensitive information? As a general rule of thumb, the more sensitive the information, the higher the risk of harm to individuals. Does the researcher plan to disclose the data as part of research publication(e.g., for purposes of scientific validation) with or without anonymization or deidentification? Have the risks of reidentification been considered?



		Indirect Identification

		• Does the research involve data that indirectly identifies and/or indirectly exposes a person to harm?

		• Is harm from reidentification reasonably foreseeable or plausible? • How much data is involved and does the quantity of data increase the risk of identifying

		individuals through correlation with other data?

		Sensitivity

		• Does the sensitivity of the data depend upon the collection, use, or disclosure methodology or context involved in the research?

		For example, a list of IP addresses in a network topology map may not be sensitive. However, the same information from a telescope trace of hosts compromised by specific malware may be more sensitive. While publicly available information such as that found when performing an authoritative lookup (e.g., nslookup) may be be deemed less sensitive, those same IP addresses associated with traffic related to botnet research may transform the level of harm associated with its public disclosure.

		• What are the possible risks created by the collection, use and/or disclosure of research data? E.g., public disclosure, compelled disclosure, malicious disclosure, government disclosure, de-anonymization/re-identification (via linking attacks, traffic injection attacks, etc.), or er- roneous inferences.

		• What are the possible harmful effects of the collection, use or disclosure of network and security data or research results on all the Stakeholders – researchers, human subjects, and society (by way of how it may assist attackers)? Consider referencing the source that de- fines the harm such as privacy law (federal, state, civil, criminal, common law, regulation), intellectual property restrictions (e.g., license, copyright, patent, trademark), contractual ar- rangements (e.g., terms and conditions in any sponsor or data provider agreement), policy, and cultural norms/expectations embedded in standards and best practices.



		Secrecy and lack of transparency

		• Does the research involve recording or monitoring individuals’ behavior or location across time and place, resulting in harms related to surveillance? E.g., direct harms such as ID theft, revelation of embarrassing information, or government persecution; chilling effects, such as foregoing activities due to surveillance; evasion costs, such as actions taken to avoid surveillance; or, increased burdens related to compliance with surveillance requests.

		• Does the ICTR chill individual liberty (first amendment freedoms of speech and associa- tion, right to read or browse the internet anonymously) by lessening privacy interests, or contributing to users’ internalizing the research of their online activities?

		• DoesthedeceptionorlackoftransparencyinICTRactivitiescausephysical,financial,legal, or reputational (negative publicity), mental harm to individuals?

		• Does the ICTR interfere with any stakeholder’s rights to access lawful internet content and use applications of their choice?

		• Does the ICTR involve data quality and integrity harms such as distortion of data that may inform government policy or public perception?

		• What harms to an organization/group could result from the collection, use, or disclosure of sensitive data? (E.g., loss of trust in the agency or organization, loss of assets, financial exposure or litigation costs)

		• Will the ICTR undermine cooperation from the community whose cooperation/participation is needed/targeted?

		• Will the ICTR decrease cooperation with the Government?

		• Could the ICTR actually make the targeted problem (e.g., information or systems security)

		worse or undermine the research goal(s)?

		Identification of Benefits:

		• Is the objective for collection, use, or disclosure of data positively related to social welfare? Is there a need for the empirical research? (i.e., is the purpose for the research not otherwise being served, or is there no sufficiently similar data already being collected that could be made available?)

		• Can the research results be immediately integrated into operational or business processes (e.g., to improve security or situational awareness), or, can the research be acted upon mean- ingfully by an intended beneficiary of the work?

		• Has the possibility for assisting negatively inclined stakeholders (those who would use re- search results to harm the general public) been adequately weighed against the likelihood of risk mitigation to positively inclined stakeholders?

		Balancing Risks and Harms:

		• Confidentiality.

		What policies and practices assure confidentiality of information? • Anonymity. Is data attributable to human subjects de-identified/anonymized where reason-

		ably possible?

		• Proportionality. If ICTR involves human subjects surveillance, are minimization techniques

		and processes used (e.g., limited collection, purpose specification, limited data use, limited

		data retention, etc.)?

		• Minimization.DoestheICTRconsideronlycollectingandmaintainingpersonaldatathatare

		adequate, relevant and not excessive in relation to the research purposes for which they are collected and/or further processed? Could the research be conducted without the collection, use, or disclosure of the data?

		• Fairness. Does the ICTR promote fairness for human subjects by considering data quality, notice, individual participation, transparency and accountability?

		• Data Security.

		Is data secured, and how is it secured, against threats to privacy & data integrity (or, disclosure and use risks)?

		• Administrative and Technical Controls.

		Is the research design, methods and implementation vetted by by internal and/or external authorities (e.g., IRBs, sponsor agency, conference program committee, program managers)?

		• When balancing harm and benefit resulting from disclosure of vulnerability information, consider which key stakeholders (positively or negatively inclined) are likely to first act upon that information? In statistical terms, how do the cumulative distribution functions of exploitation of vulnerable systems and mitigation of those vulnerabilities compare with each other, and what is the optimal time and manner of disclosing vulnerability information to maximize benefit and minimize harm?

		• Who poses the threat of harm and what is the likelihood that the harm will be realized? (i.e., does a general layperson, motivated intruder, highly sophisticated expert, or similarly situated researcher pose the threat?) How much effort (resources, time) is needed, and how easy is it to obtain existing and potential sources of data for linkage (e.g., public open source, public commercial, private).

		• Are there exigent circumstances that should be factored into the evaluation of and justifica- tion for allowing certain harm?

		• What controls can/should be considered and applied to balance risks with benefits? Exam- ples include using test environments, anonymization techniques, filtering the collection of sensitive data, limiting the use of personal data, implementing disclosure control policies and techniques (anonymization, code-to-data/differential techniques, etc.).

		Mitigation of Harms:

		• Does the ICTR consider mitigation policies and procedures for foreseeable harm? Is there a containment or response policy and can it been followed? What is the ability of the re- searcher organization to mitigate harm? Consider applying respected models of technical and policy control frameworks to control risks (e.g., DHS Framework for Privacy Analysis of Programs, Technologies, and Applications; OMB Privacy Impact Assessment Guidance; Privacy Sensitive Sharing Framework (PS2)).

		• Does the ICTR take into account risk assessment and mitigation strategies for low-probability/high- impact events?

		• What is the extent of a breach of ICTR data or unauthorized disclosure of personal informa- tion that would warrant notification?

		• Has the mitigation protocol considered the cause(s) and extent of the risk exposure? If sen- sitive data is exposed is it a systemic problem or an isolated incident? Is the exposure a result of a external malicious behavior (e.g., linkage attack) or merely an un-targeted expo- sure (e.g., internal management error)? Was the data lost or targeted theft? Is it likely that a targeted theft will result in further harmful/criminal activity?

		• When notification of persons is not possible or appropriate, can harm be mitigated by noti- fying other appropriate stakeholders?

		· What checks and balances are in place to prevent, mitigate and respond to foreseeable harms and repeated historical abuses in similar ICTR, including information disclosure controls and mitigation and response plans?



		Fairness and Equity:

		• Does the research target certain groups in the selection of research subjects based on politics, race, sex, social, or other protected attribute?

		• Have researchers identified all vulnerable groups that may be affected?

		• Is the research equitable in its treatment of all groups in society? Is there a rationale for differential treatment that is clear and justifiable? If not, how could it be made more equitable?

		• Does the research disproportionately benefit select groups? If so, how is this justified?

		• Is there a fair and just system for appropriately compensating affected stakeholders?

		• If the research involves profiling/profiling technologies, have researchers identified possible

		unfair use of results for social sorting? For example, will the persons profiled be subject to higher prices; might they miss out on important offers or opportunities; and/or might they be susceptible to increased risks because catering to their needs is determined to be less profitable?

		• Are there means by which stakeholders can request information from researchers?



		Compliance:

		• Consider whether ICTR would violate federal or state criminal laws, civil laws, or regula- tions; or, other nation’s laws if the research involves its persons or systems. If the ICTR is in apparent conflict with an applicable law or regulation, is there an exception or valid agreement otherwise permitting such research?

		• If government is involved, consider international and bilateral diplomatic ramifications. Should the ICTR methodology be modified or abandoned wholesale because of legal and other concerns?

		• Does the researcher plan to monitor, record, or access the private communications of indi- viduals? Does the researcher have consent of the communicating parties? If not, has the interception been authorized in some other way besides consent?

		• What are the attributes of the environment being studied that justify the use of the ICTR methodology to achieving the stated goal(s)?

		• Whatislevelofdiscretionintheapplications/interpretationofexperimentandresults? Where possible, researchers should adhere to internationally accepted best practices and standards in conducting research and assessing risk. Similar to legal risk assessment involving domestic laws, international risk assessment may be even less clear given the discrepancies between nation-states in the substance and application of laws and rights. Adherence to international standards or guidelines can often move researchers beyond ethical risks when laws are unclear or unsettled.



		Transparency and Accountability:				(erin:mapped into menlo wrksheet)

		• Is the evaluation of the risks and benefits of the research available to the public?

		• In deciding how to responsibly disclose vulnerability information, consider factors such as: the past track record of organization responsible for the vulnerability in dealing with researchers; the severity of harm if the researcher does/does not disclose immediately; the likelihood that damaging information (e.g., software flaw) will be exploited to cause harm before those responsible for ICT can use the information to mitigate the risk.

		• Consider the various models of sharing and disclosure: responsible disclosure (e.g., con- tacting the organization responsible for potential harm, or a third party that can protect the vulnerable population better than the source organization), or, full disclosure (e.g., posting

		complete details of a vulnerability to a public security forum).

		• Do decisions about disclosing vulnerabilities take into consideration the advantages of coor-

		dinating with affected stakeholders?





MenloCompanion

		ETHICAL IMPACT ASSESSMENT 

		Research Lifecycle		Ethical Principles		Risk Factors		Assistive Questions





		Research Collection		Respect for Persons - (Identification of stakeholders; Informed consent)		Nature of the Data

						Sensitivity: non-public, identifiable; confidential

				Beneficence (Minimizing risk to individuals; Maximizing benefit to society; Mitigating realized harms))

						Nature of the Resource/System

						Platform

						Network

						Nature of the Data Provider, Data Recipient, Data Subject

						Stakeholders rights and interests



						Nature of the Data Collection Purpose 

						 



				Justice (Fairness & Equity in selection of subjects and distribution of research benefits)		Harm Mitigation

				Respect for Law and Public Interest (Compliance with Law; Transparency & accountability of actions) 		Collection controls (operational (access type), data (filtering, anon), legal/policy agreements))

						Data Protection

						Stakeholder consent

						Legal Exception

		Research Use/Management		Respect for Persons - (Identification of stakeholders; Informed consent)		Nature of the Data

						Sensitivity: non-public, identifiable; confidential

				Beneficence (Minimizing risk to individuals; Maximizing benefit to society; Mitigating realized harms))

						Nature of the Resource/System

						Platform

						Network

						Nature of the Data Provider, Data Recipient, Data Subject

						Stakeholders rights and interests



						Nature of the Data Use Purpose 

						 



				Justice (Fairness & Equity in selection of subjects and distribution of research benefits)		Harm Mitigation

				Respect for Law and Public Interest (Compliance with Law; Transparency & accountability of actions) 		Use controls (operational (access type), data (filtering, anon), legal/policy agreements))

						Data Protection

						Stakeholder consent

						Legal Exception

		Research Disclosure		Respect for Persons - (Identification of stakeholders; Informed consent)		Nature of the Data		Are you disclosing sensitive (non-public, identifiable; confidential, vulnerability) data (whether in your research results or otherwise the raw data used for research)?

								      -->Is it at least reasonably likely that the data can be used alone or in combination with other reasonably available data, by an anticipated DR, to identify a living person or discern confidential information? 

								     --> Would disclosure of the data directly or indirectly expose an individual to harm? (physical, economic, legal, reputation, or psychological)

E K: Chill or alter an individual's activities
Erroneous inferences
Misattribution:when data or communications related to one individual are attributed to another.
Correlation: combination of various pieces of information related to an individual or that obtain that characteristic when combined.
Exclusion:  failure to allow individuals to know about the data that others have about them and to participate in its handling and use.

								     --> Does the data identify an individual or is it confidential, or can identifiable or confidential information be reasonably inferred?

								Does the data become sensitive if the quantity of data is increased?

								Is the sensitivity persistent (it will lessen/expire with time)?

								Is there less sensitive alternative data that would serve substantially similar purpose(s)?

								Are you disclosing vulnerability data (eg, software/system flaw)?

								    --> if so, have you considered responsible disclosure factors: (a) contacting/coordinating with the entity responsible for the vulnerability, or a group of affected stakeholders, prior to disclosure -->if no, are there justifiable reasons such as that entity has a track record of not being responsive to researchers  (b) there is a high likelihood that the sensitive information will be exploited to cause more than minimal harm before users or those responsible for ICT can use the information to mitigate the risk (c) disclosure is limited to recipients who can protect those at risk better than the source entity 

								Does any federal/state privacy or data protection law/regulation restrict/prohibit disclosure of all/part of the data by the R? 

								     --> if so, Is there an exception to the law/reg that allows the DP to disclose to the R?

								Does any law/reg allow/prescribe disclosure of all/part of the data by the R?

								Does any agreement under which the data were collected restrict/prohibit disclosure of all/part of the data by the DP? /e.g./ funding agency requirements for public access

				Beneficence (Minimizing risk to individuals; Maximizing benefit to society; Mitigating realized harms))				Is there an intellectual property right/interest in the data that would be infringed or waived if the data is disclosed?

								     --> Does it contain patentable content that is intended to be filed or published but has not? Does it expose information that would otherwise be protected by trade secret? Does it expose information that would negatively impact the R's interests viz. competitive position, reputation, etc.? Are the data subject to a restrictive license?  Do the data relate to an invention report the R has or or intends to file with its organization?  

								Would diclosure waive a R institution's proprietary interest or infringe an intellectual property right?

						Nature of the Resource/System

						Platform

						Network

						Nature of the Data Provider, Data Recipient, Data Subject		Is there an agreement/exception that requires/allows the R to disclose to the intended recipient(s)?

						Stakeholders rights and interests		     --> Is the data already in the public domain? (data must be publicly-available through no violation of confidentiality or privacy rights or expectations (eg, NDA breach) )*Has the data been published but is not publicly accessible?

								Do the R's organization ethics policies / informed consent agreement explicitly or implicitly restrict disclosure of the data to the recipient? /e.g./ "no commercial use"; Org ethics policies may come from ERB

								Does the intended recipient have the Capability (Knowledge, Skill and Ability) to infer sensitive data or re-sensitize the data? AND Does the intended recipient have the Motivation (Intent) to infer sensitive data or re-sensitize the data?

E K: E K:
(A) KSA Assistive Criteria:  Knowledge– the availability of internal background or external information that can re-sensitize the disclosure controlled data; Skill – the recipient’s degree of technical proficiencies or insight; Ability – the level of computational resources, time and effort, and/or financial capacity needed to re-sensitize the data.
(B) Motivation Assistive Criteria: Malicious– the recipient intends to deliberately attack the disclosure control or otherwise derive sen- sitive data from the shared data for the purpose of causing harm or damage;Extra-Purposeful– the recipient is inclined to subvert the disclosure control or increase the inference risk for purposes beyond the scope of why the data was collected or shared; Negligent– the recipient does not intend to re-sensitize the data but is careless in complying with data policy controls imposed by the provider; Unintentional– the recipient is not interested in re-sensitizing the data.

						Nature of the Data Disclosure Purpose 		 Is your evaluation of the risks and benefits of the research available to the public?

						 		Does any law/reg prescribe the purpose for which the data may be disclosed and used by R?

E K: E K:
/e.g./ - Will the data be used for internal or external business purposes? - Will the data be used consistent with the purpose for which it is collected or for a secondary purpose? - Is the data prohibited from public release?

								Is the "Utility Purpose" of disclosure 
consistent with the legal prescription?

								Is there an agreement that restricts/prohibits a certain use of the data by the recipient?

								Does the disclosure comport with the original data collection (purpose, consent documents, etc.) requirements?

								Are expanded/different uses of the data (from its original use purpose) restricted/prohibited?

E K: E K:
(?) Does the data need more cleansing/work to assure complete and accurate analysis by anticipated reciepient?

								

E K: Chill or alter an individual's activities
Erroneous inferences
Misattribution:when data or communications related to one individual are attributed to another.
Correlation: combination of various pieces of information related to an individual or that obtain that characteristic when combined.
Exclusion:  failure to allow individuals to know about the data that others have about them and to participate in its handling and use.		

E K: E K:
(A) KSA Assistive Criteria:  Knowledge– the availability of internal background or external information that can re-sensitize the disclosure controlled data; Skill – the recipient’s degree of technical proficiencies or insight; Ability – the level of computational resources, time and effort, and/or financial capacity needed to re-sensitize the data.
(B) Motivation Assistive Criteria: Malicious– the recipient intends to deliberately attack the disclosure control or otherwise derive sen- sitive data from the shared data for the purpose of causing harm or damage;Extra-Purposeful– the recipient is inclined to subvert the disclosure control or increase the inference risk for purposes beyond the scope of why the data was collected or shared; Negligent– the recipient does not intend to re-sensitize the data but is careless in complying with data policy controls imposed by the provider; Unintentional– the recipient is not interested in re-sensitizing the data.		Is the data needed for the intended use limited to
a specific time period?

						Harm Mitigation		Have you applied operational disclosure controls (e.g., limit access to the data that is disclosed such as virtual enclave, query-only, no off-host copying)?

						Disclosure controls (operational (access type), data (filtering, anon), legal/policy agreements))		Have you applied data disclosure controls (e.g., anonymization, filtering, deletion)?

						Data Protection		Have you applied policy disclosure controls to ensure recipients are similarly protecting data and applying disclosure controls (e.g., Non-disclosure agreement, Acceptable Use Agreement, Code of Conduct)?

						Stakeholder consent		Have you obtained consent to disclose the data from the person who has rights or interests in the data?

						Legal Exception		Are there exceptions to the relevant laws or agreements that would permit you to disclose [EMBEDDED IN ABOVE ASSTV QUESTS]

















				Justice (Fairness & Equity in selection of subjects and distribution of research benefits)

				Respect for Law and Public Interest (Compliance with Law; Transparency & accountability of actions) 















ScrapSheet

				ETHICAL IMPACT ASSESSMENT 

				Research Lifecycle		Ethical Principles		Risk Factors		Assistive Questions





				(1) Research Collection (2) Research Use & Management                 (3) Research Disclosure		Respect for Persons - (Identification of stakeholders; Informed consent)		Nature of the Data

								Sensitivity: non-public, identifiable; confidential

						Beneficence (Minimizing risk to individuals; Maximizing benefit to society; Mitigating realized harms))

								Nature of the Resource/System

								Platform

								Network

								Nature of the Data Provider, Data Recipient, Data Subject

								Stakeholders rights and interests



								Nature of the Data Collection Purpose 

								 



						Justice          (Fairness & Equity in selection of subjects and distribution of research benefits)		Harm Mitigation

						Respect for Law and Public Interest (Compliance with Law; Transparency & accountability of actions) 		Collection controls (operational (access type), data (filtering, anon), legal/policy agreements))

								Data Protection

								Stakeholder consent

								Legal Exception







PbD Principles

		https://privacybydesign.ca/content/uploads/2011/11/PbD-PIA-Foundational-Framework.pdf

		(assistive questions associated w/ each of the 7 principles) 





W3C S&P SpecQuestionnaire

		https://w3ctag.github.io/security-questionnaire/

		http://dev.w3.org/csswg/css-ui/#security-privacy-considerations





CommonRuleRevised

		ETHICAL IMPACT ASSESSMENT 

		Research Lifecycle		Ethical Principles Considered		Application of Principles		Assistive Questions





		Research Collection		Respect for Persons		Informed Consent

				Beneficence		Risks:  

						(a) Nature of the Data (Sensitivity: non-public, identifiable; confidential)

						 (b) Nature of the Data Provider and Data Recipients

						(c) Nature of the Data Use 

						Benefits

						Mitigation of Realized Harms

				Justice		Fairness and Equity

				Respect for Law and Public Interest		Compliance

						Transparency and Accountability

		Research Use / Management		Respect for Persons		Informed Consent

				Beneficence		Risks:  

						(a) Nature of the Data (Sensitivity: non-public, identifiable; confidential)

						 (b) Nature of the Data Provider and Data Recipients

						(c) Nature of the Data Use 

						Benefits

						Mitigation of Realized Harms

				Justice		Fairness and Equity

				Respect for Law and Public Interest		Compliance

						Transparency and Accountability

		Research Disclosure		Respect for Persons		Informed Consent

				Beneficence		Risks:  

						(a) Nature of the Data (Sensitivity: non-public, identifiable; confidential)

						 (b) Nature of the Data Provider and Data Recipients

						(c) Nature of the Data Use 

						Benefits

						Mitigation of Realized Harms

				Justice		Fairness and Equity

				Respect for Law and Public Interest		Compliance

						Transparency and Accountability







Fed-State BreachLaws

		ETHICAL IMPACT ASSESSMENT 

		Research Lifecycle		Ethical Principles Considered		Application of Principles		Assistive Questions





		Research Collection		Respect for Persons		Informed Consent

				Beneficence		Risks:  

						(a) Nature of the Data (Sensitivity: non-public, identifiable; confidential)

						 (b) Nature of the Data Provider and Data Recipients

						(c) Nature of the Data Use 

						Benefits

						Mitigation of Realized Harms

				Justice		Fairness and Equity

				Respect for Law and Public Interest		Compliance

						Transparency and Accountability

		Research Use / Management		Respect for Persons		Informed Consent

				Beneficence		Risks:  

						(a) Nature of the Data (Sensitivity: non-public, identifiable; confidential)

						 (b) Nature of the Data Provider and Data Recipients

						(c) Nature of the Data Use 

						Benefits

						Mitigation of Realized Harms

				Justice		Fairness and Equity

				Respect for Law and Public Interest		Compliance

						Transparency and Accountability

		Research Disclosure		Respect for Persons		Informed Consent

				Beneficence		Risks:  

						(a) Nature of the Data (Sensitivity: non-public, identifiable; confidential)

						 (b) Nature of the Data Provider and Data Recipients

						(c) Nature of the Data Use 

						Benefits

						Mitigation of Realized Harms

				Justice		Fairness and Equity

				Respect for Law and Public Interest		Compliance

						Transparency and Accountability







MobileLocationAnalyticsGuide

		ETHICAL IMPACT ASSESSMENT 

		Research Lifecycle		Ethical Principles Considered		Application of Principles		Assistive Questions





		Research Collection		Respect for Persons		Informed Consent

				Beneficence		Risks:  

						(a) Nature of the Data (Sensitivity: non-public, identifiable; confidential)

						 (b) Nature of the Data Provider and Data Recipients

						(c) Nature of the Data Use 

						Benefits

						Mitigation of Realized Harms

				Justice		Fairness and Equity

				Respect for Law and Public Interest		Compliance

						Transparency and Accountability

		Research Use / Management		Respect for Persons		Informed Consent

				Beneficence		Risks:  

						(a) Nature of the Data (Sensitivity: non-public, identifiable; confidential)

						 (b) Nature of the Data Provider and Data Recipients

						(c) Nature of the Data Use 

						Benefits

						Mitigation of Realized Harms

				Justice		Fairness and Equity

				Respect for Law and Public Interest		Compliance

						Transparency and Accountability

		Research Disclosure		Respect for Persons		Informed Consent

				Beneficence		Risks:  

						(a) Nature of the Data (Sensitivity: non-public, identifiable; confidential)

						 (b) Nature of the Data Provider and Data Recipients

						(c) Nature of the Data Use 

						Benefits

						Mitigation of Realized Harms

				Justice		Fairness and Equity

				Respect for Law and Public Interest		Compliance

						Transparency and Accountability







HIPAArevised

		ETHICAL IMPACT ASSESSMENT 

		Research Lifecycle		Ethical Principles Considered		Application of Principles		Assistive Questions





		Research Collection		Respect for Persons		Informed Consent

				Beneficence		Risks:  

						(a) Nature of the Data (Sensitivity: non-public, identifiable; confidential)		* Was non-public PII collected?

						 (b) Nature of the Data Provider and Data Recipients		* Was non-public PII collected from the public domain but R knew or had reason to believe that the source of that public disclosure violated the law or breached a confidentiality obligation?

						(c) Nature of the Data Use 

						Benefits

						Mitigation of Realized Harms

				Justice		Fairness and Equity

				Respect for Law and Public Interest		Compliance

						Transparency and Accountability

		Research Use / Management		Respect for Persons		Informed Consent

				Beneficence		Risks:  

						(a) Nature of the Data (Sensitivity: non-public, identifiable; confidential)

						 (b) Nature of the Data Provider and Data Recipients		* Was non-public PII used by someone other than the R or a collaborator on the research for which the data was collected? Are all the researchers using the data obligated to protect the security and privacy of that data?

						(c) Nature of the Data Use 		* Was the use of non-public PII necessary to fulfill legitimate research purposes? 

						Benefits

						Mitigation of Realized Harms

				Justice		Fairness and Equity

				Respect for Law and Public Interest		Compliance

						Transparency and Accountability

		Research Disclosure		Respect for Persons		Informed Consent

				Beneficence		Risks:  

						(a) Nature of the Data (Sensitivity: non-public, identifiable; confidential)		* Was non-public PII disclosed to any 3rd party?  Was the non-public PII anonymized in some fashion prior to disclosure? If the data is de-identified/anonymized, is there
is a reasonable likelihood that it could be reidentified/de-anonymized based on the context and the ability to link the information with other available information?

						 (b) Nature of the Data Provider and Data Recipients		* Was the non-public PII disclosed to any recipient that is not obligated to protect the security and privacy of the data (or who may be motivated and capable of using the data to cause psychological, financial, … harm to the subject?

						(c) Nature of the Data Use 		* Will the non-public PII be deleted from all systems once the research is complete (allowing for a reasonable retention time to ensure scientific reproducibility demands)?

						Benefits

						Mitigation of Realized Harms

				Justice		Fairness and Equity

				Respect for Law and Public Interest		Compliance

						Transparency and Accountability



		 Health Insurance Portability and Accountability Act
of 1996 (HIPAA) Breach Noti cation Rule, 45 CFR
164.400-414. Reference: http://www.gpo.gov/fdsys/pkg/FR-2013-01-25/pdf/2013-01073.pdf		Notes:  -  instead
of assessing the risk of harm to the
individual, covered entities and
business associates must assess the
probability that the protected health
information has been compromised
based on a risk assessment that
considers at least the following factors:
(1) The nature and extent of the
protected health information involved,
including the types of identifiers and
the likelihood of re-identification; (2)
the unauthorized person who used the
protected health information or to
whom the disclosure was made; (3)
whether the protected health
information was actually acquired or
viewed; and (4) the extent to which the
risk to the protected health information
has been mitigated





SHiP

		ETHICAL IMPACT ASSESSMENT 

		Research Lifecycle		Ethical Principles Considered		Application of Principles		Assistive Questions





		Research Collection		Respect for Persons		Informed Consent

				Beneficence		Risks:  

						(a) Nature of the Data (Sensitivity: non-public, identifiable; confidential)

						 (b) Nature of the Data Provider and Data Recipients

						(c) Nature of the Data Use 

						Benefits

						Mitigation of Realized Harms

				Justice		Fairness and Equity

				Respect for Law and Public Interest		Compliance

						Transparency and Accountability

		Research Use / Management		Respect for Persons		Informed Consent

				Beneficence		Risks:  

						(a) Nature of the Data (Sensitivity: non-public, identifiable; confidential)

						 (b) Nature of the Data Provider and Data Recipients

						(c) Nature of the Data Use 

						Benefits

						Mitigation of Realized Harms

				Justice		Fairness and Equity

				Respect for Law and Public Interest		Compliance

						Transparency and Accountability

		Research Disclosure		Respect for Persons		Informed Consent

				Beneficence		Risks:  

						(a) Nature of the Data (Sensitivity: non-public, identifiable; confidential)

						 (b) Nature of the Data Provider and Data Recipients

						(c) Nature of the Data Use 

						Benefits

						Mitigation of Realized Harms

				Justice		Fairness and Equity

				Respect for Law and Public Interest		Compliance

						Transparency and Accountability







FTCSec5Fairness

		ETHICAL IMPACT ASSESSMENT 

		Research Lifecycle		Ethical Principles Considered		Application of Principles		Assistive Questions





		Research Collection		Respect for Persons		Informed Consent

				Beneficence		Risks:  

						(a) Nature of the Data (Sensitivity: non-public, identifiable; confidential)		* Does the collection of data cause or is likely to cause substantial injury to a person (financial, psychological, reputational, physical)? 

						 (b) Nature of the Data Provider and Data Recipients

						(c) Nature of the Data Use 

						Benefits		* Is the research benefit (benefit to society) greater than the actual or anticipated harm to a person?

						Mitigation of Realized Harms

				Justice		Fairness and Equity

				Respect for Law and Public Interest		Compliance

						Transparency and Accountability

		Research Use / Management		Respect for Persons		Informed Consent

				Beneficence		Risks:  

						(a) Nature of the Data (Sensitivity: non-public, identifiable; confidential)

						 (b) Nature of the Data Provider and Data Recipients

						(c) Nature of the Data Use 

						Benefits

						Mitigation of Realized Harms

				Justice		Fairness and Equity

				Respect for Law and Public Interest		Compliance

						Transparency and Accountability

		Research Disclosure		Respect for Persons		Informed Consent

				Beneficence		Risks:  

						(a) Nature of the Data (Sensitivity: non-public, identifiable; confidential)

						 (b) Nature of the Data Provider and Data Recipients

						(c) Nature of the Data Use 		* Does the disclosure of data cause or is likely to cause substantial injury to a person (financial, psychological, reputational, physical)? 

						Benefits		* Is the research benefit (benefit to society) greater than the actual or anticipated harm to a person?

						Mitigation of Realized Harms		* Is the injury reasonably avoidable by the affected person?

				Justice		Fairness and Equity

				Respect for Law and Public Interest		Compliance

						Transparency and Accountability



		An act or practice is unfair if it  (1) “causes or is likely to cause substantial injury to consumers,” (2) “which is not reasonably avoidable by consumers themselves,” and (3) is “not outweighed by countervailing benefits to consumers or to competition.” 15 U.S.C. § 45(n).





(C)FairUse

		ETHICAL IMPACT ASSESSMENT 

		Research Lifecycle		Ethical Principles Considered		Application of Principles		Assistive Questions





		Research Collection		Respect for Persons		Informed Consent

				Beneficence		Risks:  

						(a) Nature of the Data (Sensitivity: non-public, identifiable; confidential)		* Is the amount of sensitive data collected proportional to what is necessary for research?

						 (b) Nature of the Data Provider and Data Recipients

						(c) Nature of the Data Use 		* Is the purpose of the collection a legitimate research/educational use or commercial?

						Benefits

						Mitigation of Realized Harms

				Justice		Fairness and Equity

				Respect for Law and Public Interest		Compliance

						Transparency and Accountability

		Research Use / Management		Respect for Persons		Informed Consent

				Beneficence		Risks:  

						(a) Nature of the Data (Sensitivity: non-public, identifiable; confidential)

						 (b) Nature of the Data Provider and Data Recipients

						(c) Nature of the Data Use 		* Is the purpose of the use a legitimate research/educational one or commercial?

						Benefits

						Mitigation of Realized Harms

				Justice		Fairness and Equity

				Respect for Law and Public Interest		Compliance

						Transparency and Accountability

		Research Disclosure		Respect for Persons		Informed Consent

				Beneficence		Risks:  

						(a) Nature of the Data (Sensitivity: non-public, identifiable; confidential)		* Is the amount of sensitive data disclosed proportional to what is necessary for research purposes?

						 (b) Nature of the Data Provider and Data Recipients

						(c) Nature of the Data Use 

						Benefits

						Mitigation of Realized Harms

				Justice		Fairness and Equity

				Respect for Law and Public Interest		Compliance

						Transparency and Accountability



		Purpose (and character of use eg, commercial/educ)

		Amount/Most significant part (used in relation to whole data)

		Effect (of use upon potential market /value of data)

		Nature (of the data (eg, Factual works are given less protection than creative works)

		fair use helps to reduce a tension between copyright law and the First Amendment's guarantee of freedom of expression.





EUDataProtection

		ETHICAL IMPACT ASSESSMENT 

		Research Lifecycle		Ethical Principles Considered		Application of Principles		Assistive Questions





		Research Collection		Respect for Persons		Informed Consent

				Beneficence		Risks:  

						(a) Nature of the Data (Sensitivity: non-public, identifiable; confidential)

						 (b) Nature of the Data Provider and Data Recipients

						(c) Nature of the Data Use 

						Benefits

						Mitigation of Realized Harms

				Justice		Fairness and Equity

				Respect for Law and Public Interest		Compliance

						Transparency and Accountability

		Research Use / Management		Respect for Persons		Informed Consent

				Beneficence		Risks:  

						(a) Nature of the Data (Sensitivity: non-public, identifiable; confidential)

						 (b) Nature of the Data Provider and Data Recipients

						(c) Nature of the Data Use 

						Benefits

						Mitigation of Realized Harms

				Justice		Fairness and Equity

				Respect for Law and Public Interest		Compliance

						Transparency and Accountability

		Research Disclosure		Respect for Persons		Informed Consent

				Beneficence		Risks:  

						(a) Nature of the Data (Sensitivity: non-public, identifiable; confidential)

						 (b) Nature of the Data Provider and Data Recipients

						(c) Nature of the Data Use 

						Benefits

						Mitigation of Realized Harms

				Justice		Fairness and Equity

				Respect for Law and Public Interest		Compliance

						Transparency and Accountability









Help Text

Assistive Questions

Three Phases of Research Lifecycle

Conditional Logic

Assessment Categories

CREDS Tool – Operationalizing Ethics

Kenneally



Detailed Q&A
Breakdown

Heatmap

CREDS Tool – Ethics Risk Heat Map

2018 Kenneally



Risk Understanding & 
Unintended Consequences

• Skewed risk posture  false 
+/- generalizable, accuracy 

• Cyber security not well-
defined problem for AI: 
Dynamic code, attack surface, 
adaption methods

DATA DEFICIENCIES

• Massive labeled 
realistic training sets

• Not purpose-driven

ADVANCED ANALYTICS & 
AUTONOMOUS SYSTEMS

• Bias/fairness in both D&A – guise 
scientific, proprietary

• Resolutions not all binary Rt v. 
Wrong  judgments, values

AUGMENTED CONTROL

• Trigger for human-in-the-
loop? 

• Explainability: AI, data & 
model transparency

ETHICS, VALUES, RIGHTS, 
INTERESTS

• Principles, applications, 
enforcement

• Tech becoming decision-
maker; impact on people, 
org autonomy, trust?

G O V E R N A N C E

• Standards for safe 
responsible data, AI

• Privacy sensitive models
• Liability regime

…and then there’s 
the AI Cybersecurity 

Challenges



Erin Kenneally, M.F.S., J.D.

Cyber & Physical Security Division

Science & Technology Directorate

Dept of Homeland Security

Erin.Kenneally@HQ.DHS.Gov

Trusted Innovation. <\begin>

<\end>

Economics

Ethics

Data & Analytics
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