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1. Executive Summary

This document reports first year progress made.inking models and sensor
networks” project. The project aims at the develeptrof operational models for
South-East Tasmanian region integrating acrossodytiamics, sediment transport
and biogeochemistry, and assimilating data frons@enetworks and other sources.
This fist year of the project targeted three kesaar(1) the development of
operational hydrodynamic models (2) testing anduateng transport models and (3)
field work involving trial deployment of gliders drevaluation of the nitrate sensor.
The data assimilation work and the developmenilof piogeochemical model are
planned to commence in the second year of the giroje

Operational Hydrodynamic model

The success of operational modelling requires neglrtime access to the data
streams to force and validate models. This inclglelsal model products,
atmospheric products, river flows and assimilatiata to test and improve numerical
algorithms. ROAM (Relocatable Ocean and Atmosphigiodel) is an initiative
developed under BlueLink to provide high resoluttmean forecast products
operationally. One of the main features of the ROKMs tight integration and
management of the data streams which provide fgramd domain information (e.g.
bathymetry and coastline) for the simulation mo&€DAM is fully automated, self-
contained, portable system. It provides a perfetfgrm to setup and run operational
INFORMD models.

During the first year of the project, ROAM capétinls have been extended to allow
for the development of operational hydrodynamic ateih INFORMD region nested
into ROAM. This involved integration of new dataestms and expending ROAM
capabilities to handle static parameter files, tmear grids, as well as building new
infrastructure to handle nested model runs. Theldged operational models
routinely provide daily maps of temperature, séfintea level and circulation in the
Derwent and Huon Estuaries, D’'ntrecasteaux ChaammeblStorm Bay. The simulation
suite consists of an outer coarse model (SETASghvhests within the global forcing
data and which runs the hydrodynamics at run temies of ~700:1, and an inner
fine-scale model (STORM) which is forced by outfroim the coarse model,
resolving the Huon and Derwent estuaries to ab00tm. The run time ratio of the
fine-scale STORM model is ~5:1.

The developed models have been successfully opgriatreal-time for
approximately 10 months. The simulated temperataimity and surface elevation
were tested against measurements, including olsmrsdrom ICT sensors. A trial
web-site has been set up to visualise models outmeéar real time. This web-site is
anticipated to open for public access when itsgiess finalised and CSIRO approval
procedures are completed.

Evaluation of Transport model

The hydrodynamic model includes a transport opivbich invokes the tracer
transport based on offline velocities and vertdiusivities read from file. The



advection scheme used in this mode is the uncondilly stable semi-Lagrangian
scheme, allowing increased time-steps to be uséchvdnamatically increases run
time ratios. This scheme is, however, quite diffasand does not possess as good
conservation characteristics as other schemeselsame accuracy is forfeited at the
expense of speed. To test the transport modelaweaumerical experiments with the
hydrodynamic and sediment transport models in therHEstuary and D’ntrecasteaux
channel.

The transport model, running with 1 hour time-steges been tested against fully
coupled model running with the time-step of 2 masutThe results show that the
transport model is capable of reproducing key pastef distribution of the
particulate and dissolved tracers in the Huon egtalad D'ntrecasteaux channel. The
price for the improved efficiency is a higher urtaerty of the decoupled model. This
uncertainty shows up in a random fluctuation ofghedicted values as well as in
systematic discrepancies, such as the tendentye afdcoupled sediment model to
underestimate pick suspended sediment concentsatiore of implications is that the
calibrations results derived from the fully coupreddel may not be applicable to the
transport model and the transport model may neée talibrated by itself to match
data.

Simulations reported in this document dealt with thoderate energy environment of
the Huon estuary and D’ntrecasteaux channel. Thie olgective was to assess
applicability of the transport model to the INFORNM®&gion. Most of simulated
scenarios show a good match between transportdlgadupled models. However,
the transport model gave poor performance for headyments in idealistic scenario
of the decoupled benthic and pelagic layers. Maomaerical experiments in various
environments, including macrotidal and off-shoreplevaters are needed to have a
better understanding of the transport model unicgytan the case of new
applications it is recommended first to run tria¢sarios testing the transport model
against the fully coupled code.

Field work

During the first year of the project two field wgokogrammes have been carried out.
One of those involved trial deployment of glidersStorm Bay and another was
evaluation of nitrate sensor operation throughsti@t-term deployment off the
CSIRO wharf and via 3-month deployment in Storm Bay

Gliders

The CSIRO’s Slocum Glider, designed for coastalagpents, is capable of moving
to specific locations and reaching depths of upi® meters by tracking controlled
spatial and temporal grids for a maximum duratibalmut four weeks. The glider
moves both vertically and horizontally, samplingvgaoth vertical profiles by
varying its buoyancy.

First glider deployment in Storm Bay, commencedid November 2008, has been
terminated after 4 days due to malfunctioning efitistrument component. During
the second deployment in June 2009 the glider ceteqhla successful 26-day
monitoring of Storm Bay and covered 490 km in byage of north—south transects
criss-crossing the bay and diving to depths ofol530 metres. During the voyage,



onboard sensors collected 400 megabytes of ddtaling: temperature, salinity,
dissolved oxygen, chlorophyll A, and backscattesugpended materials at both 470
and 700 nm wavelengths. Highlights from the glideployments have been given in
CSIRO “Monday mail” of 1 December 2008, and in “Wledrom oceans flagship:
oceans insider” of June 2009.

ISUS Evaluation.

The influx of nutrients, particularly nitrate, inbmastal biogeochemical models at the
marine boundary is currently poorly constrainedragitional monthly sampling
programs. Modern instrumentation such as the tn{3ltraviolet Spectrophotometer
(ISUS), have the potential to provide nutrient cartcations with high temporal
resolution, which is particularly relevant in thentext of operational modeling.

Having successfully completed 2-months trial depiewnt of ISUS off the CSIRO
wharf in October-November 2008, a bottom mountednng frame with attached
ISUS has been deployed in Storm Bay in May 200@. ffaime also accommodated a
multi-sensor CTD including dissolved oxygen ancbotphyll sensors, and an ADCP.
The ISUS mooring was successfully recovered in 0@ after ~3 month
deployment. However due to failure of internal &®che ISUS instrument only
logged 2.5 days of nitrate data at the start ofiftq@oyment. Communications with
manufacturers are underway to further investigagéddgging problem. The Storm
Bay mooring also collected 3-month data of ADCP a@dlay data of temperature,
conductivity, PAR, pressure, fluorescence, and eryg



2. Operational Hydrodynamic Models
(M. Herzfeld, J. Andrewartha, F. Rizwi)

Over the last decade CMAR has applied hydrodynamic models to a variety of coastal regions
throughout Australia. Usually the interest in these regions from stakeholders focuses on
sediment transport or biogeochemical issues, consequently the hydrodynamic applications
are developed to facilitate coupling with sediment transport or biogeochemical models. To
date the approach has been to nominate a study period, usually an annual cycle, and collect
data during this period to force and calibrate the models. The drawback of this approach is
that at the project’s termination, the model products are applicable only to the nominated
year, and as time goes by these products may lose their relevance. Often stakeholders are
interested in what is happening now, not what has happened 5 or 10 years previously. To
update the models to the present day situation often requires considerable effort. However,
this approach has been of value in the past, since the nominated year may be easily
simulated to correspond to various scenarios (e.g. increased river flow, increased nutrient
input) that project trends and assist managers in decision making.

The recent advent of numerous global operational products (e.g. BlueLINK) allows the current
approach to be substantially improved. Rather than collect data to force the model for a
defined period, products are now available in near-real time. Utilising these data, this allows
for near-real time modelling products to be developed. The strategic focus of modelling is now
beginning to shift from hindcasts for a fixed period to operational nowcasts and even
forecasts. The advantage of this approach is that, once the system is operational, a picture of
the ocean state relevant to the last 24 hours can be generated indefinitely, potentially allowing
many years of modelling output to be archived. A secondary advantage is that the resolution
used by the models may be substantially increased. Traditionally annual simulations require
run-time ratios of ~100:1 (100 model days in 1 day real time) so that the simulation completes
in ~3 days, which is a manageable timeframe for calibration and analysis purposes. A
nowcast model product only requires the previous 24 hours to be simulated in ~12 hours or
less, i.e. runtime ratios of ~2:1 are acceptable allowing model speed to decrease hence
resolution to increase. Calibration and analysis would become ongoing in this environment.

The success of this methodology requires near-real time access to the data streams required
to force and validate the model. This includes global model products, atmospheric products
and river flows. Additionally, data assimilation techniques have been developed for regional
hydrodynamic models (within BlueLINK) which are transportable to such an operation system,
potentially leading to improvement of the accuracy of model predictions. Again, for this data
assimilation to be successful a robust real-time data measurement, retrieval, quality
assurance and delivery system must be in place.

The Derwent / D’Entrecasteaux region seems a perfect environment to pilot such a near-real
time operation system. There has been considerable experience gained previously by
applying hydrodynamic, sediment and biogeochemical models to the region (Aquafin Phase |
and I, Derwent CCI). The ICT initiative aims to provide real-time data via a sensor network
throughout the region. Numerous stakeholders have expressed a desire to access high
resolution modelling products of the region.

This report describes the development of a near-real time modelling system capable of
providing currents, temperature, salinity and sea level distributions over the area
encompassing Storm Bay, Derwent Estuary, D’Entrecasteaux Channel and Huon Estuary at
high resolution (~100 m). Boundary conditions will be provided by OceanMAPS products and
measured river flow. Surface fluxes are to be provided by the Bureau of Meteorology’s model
product MesoLAPS (http://www.bom.gov.au/nmoc/bulletins/39/opsbul39.shtml#skip) in near-
real time. The ICT is to provide temperature, salinity and sea level data that will be
assimilated into the hydrodynamic model. The model will simulate the previous 24 hours over
an ~12 hour period every day (e.g. model runs from 6pm to 6am). Detailed maps of
temperature, salinity, sea level and circulation will be available for the previous day. It is




possible that the forcing conditions from the previous day may be extrapolated into the future,
allowing the model to be run in forecast mode.

Sediment transport and biogeochemistry (BGC) are also of interest to end users. Due to run-
time constrains it will not be possible to fully couple these models to the hydrodynamic model.
Rather, offline velocity and mixing data saved from the hydrodynamic model simulation will be
used in a transport model to facilitate advection and diffusion of sediment and biogeochemical
variables. This transport model is many orders of magnitude faster than the fully coupled
models, hence allowing near-real time sediment and biogeochemical products.

2.1. Modelling Strategy

The operational model aims to provide daily maps of temperature, salinity, sea level and
circulation in the Derwent and Huon Estuaries, D’'ntrecasteaux Channel and Storm Bay
(Figure 2.1) at resolution down to 100 m. Due to the requirement that global ocean grid size
and that at the boundary of the regional model should be ~5:1, and given the global products
have a resolution of 10 km, it was not possible to cover this region with a single model and a
two-tiered nesting strategy was developed. This suite consists of an outer coarse model
(SETAS) which nests within the global forcing data and which runs the hydrodynamics at run
time ratios of ~700:1, and an inner fine-scale model (STORM) which is forced by output from
the coarse model, resolving the Huon and Derwent estuaries to about 100 m, and which runs
the hydrodynamics at about 5:1. The high speed achieved by the coarse model allows run-
time ratios of ~100:1 to be achieved when coupled to the biogeochemical model, thus
enabling year-long scenarios to be run in say 3 days.
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Figure 2.1. Map of the study region.

2.2. Topography Data



Coastline data was required to providing a land-sea mask when creating the model grid, and
for clarity when presenting model results. The coastline data was used originates from the
Tasmanian State Government, originally obtained in 1999. This data set was supplied in AMG
coordinates, and subsequently converted to WGS84 coordinates. The horizontal resolution is
approximately 5-10 metres. Coastline data is plotted in Figure 1. It extends up the Derwent
River to Macquarie Plains (beyond New Norfolk which is the accepted limit of the tides), and it
extends up the Huon River to a point approximately 5km upstream of Huonville. This point is
estimated to coincide with the tidal limit for the Huon River.

Bathymetry data for the South-East Tasmania region was obtained from a number of different
sources listed below:

- Australian Hydrographic Office charts AUS171, AUS172 and AUS173

- Geoscience Australia (GA) 2km gridded bathymetry of 2002

- DPIWE measurements

- CSIRO measurements

- HEC measurements

- Huon River Study (Griffin)

The GA 2002 data set was used in preference to GA’s more recent and higher resolution
products due to the presence of anomalous data in Storm Bay in the latter. Also, the current
model does not demand such high data resolution in that region.

Since a humber of data sets are used, and many of them overlap spatially, the best non-
overlapping portions of each data set were extracted (relative to a common datum) and
concatenated into a single bathymetry data base for the region. Figure 2.2 shows how the
different data sets were delimited, while Figure 2.3 gives an indication of the data density in
each region.

Bathymetrff Data Sets =

ZJ\L\E\DHW f
; HEC b
i CcsIRO S

43°5

AGSO 2002

43°3008 oA - -G A it i-L.A 43°30'3

147°E 147°30'E 148°E

Figure 2.2. Map of the various sources used to ¢ ompile the bathymetry data.
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Figure 2.3. Bathymetry data de ndity.

2.3. Meteorological Data

Meteorological data is available for the study region in both real-time and as a 48-hour
forecast, from the MesoLAPS model which is operated by the Bureau of Meteorology. The
resolution of these data is 0.125 degrees, which is coarser than desired for the inner regions
of the Derwent & D’Entrecasteaux. However, compared to meteorological station derived
measurements it has the advantage of superior spatial coverage, and it contains all variables
used in calculating air-sea fluxes for the model (i.e. wind, pressure, air temperature, dew-
point, cloud cover & precipitation). MesoLAPS also includes net heat flux if required and has
the added bonus of including a 48-hour forecast.

Every 12 hours, an analysis record plus 48 forecast records are uploaded by BoM to an
OpenDAP server. These records are then downloaded to CSIRO, and the previous 12 hours
of data are proportionally ‘nudged’ by the difference between the analysis record and the
previously forecast record for the same time. These 12 hours of data are then converted to an
input format accepted by the hydrodynamic model, and appended to a netCDF file. The 48
forecast records are converted to the appropriate format and overwritten to a separate file
which may be used if model forecasting is required.

An example of Mesolaps winds and pressure is given in Figure 2.4 for the time of a severe
low pressure system passing along the south coast of Tasmania.
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Figure 2.4. Example plot of wind vectors & atmosph  eric pressure contours from
the MesoLAPS data base.

Currently, MesoLAPS data is available from 09" Feb 2008 to the present.

2.4. Ocean Forcing Data

The SETAS model contains 3 offshore open boundaries which require forcing with sea-level,
salinity and temperature. These data are available in real-time, and as a 7-day forecast, from
the OceanMAPS model operated by the Bureau of Meteorology. Resolution is 0.1 degrees
over the study region. Four products are downloaded every 3-4 days from BoM’'s OpenDAP
server. They are as follows;

« BODAS Analysis cycle, time interval of 3-4 days, last record= NRT minus ~10 days
« OCGM Analysis cycle, time interval of 1 day, last record = NRT minus ~5 days

e OCGM NRT cycle, time interval of 1 day, last record = NRT minus 0-3 days

« OCGM Forecast cycle, time interval of 1 day, last record = NRT plus ~5 days

Example plots of OceanMAPS salinity and temperature are given in Figures 2.5 and 2.6.

OceanMAPS data also contains an estimate of sea-level (which excludes both the tides and
the effects of atmospheric pressure). Salinity, temperature and sea-level are also available
from SynTS, provided by CSIRO. This data is also produced daily, but is not as close to real-
time as OceanMAPS, lagging by about 1 week, and it is also provided on a courser 0.25
degree grid. An example is plotted in Figure 2.7. The sea-level product from SynTS (gridded
sea-level anomaly) does not contain a Mean Sea Level component, hence an MSL product
derived from the OFAM model is added. Similar to OceanMAPS, tides and atmospheric
pressure are not included.
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Figure 2.5. Example plot of surface salin ity from the OceanMAPS data base.
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Figure 2.6. Example plot of surface temperature from the OceanM APS data
base.
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Figure 2.7. Example plot of surface temperatur e from the SynTS data base.

Currently, OceanMAPS data is available from 1* Jan 2008 to the present.
2.5. River-Forcing Data

Both the SETAS and STORM models contain a single open boundary at the upper end of
each of the two major rivers; the Derwent and the Huon. These boundaries have been placed
upstream of the tidal limits in order that the inflowing water can be assumed fresh. The
boundary conditions then only require that the river flow and water temperature be known.

For the Derwent, the accepted tidal limit is at New Norfolk (Figure 2.8). No flow data are
recorded for this location, but further upstream at Meadowbank Dam, flow and water
temperature are measured in near real-time by Hydro Tasmania. These data are not readily
accessible in real-time, however, a reduced data set of 4-hourly records of river level are
available from the BoM Flood Warning Centre web-site. BoM also maintain another river-level
gauge further downstream at Macquarie Plains (Figure 2.8), and this data is available from
the above web-site at a higher rate of approximately 15-minute intervals.

The Meadowbank Dam and Macquarie Plains river level data are both currently being
downloaded to CSIRO each hour. Once per day, data from river level is converted to river
flow using rating curves supplied by BoM. River temperature is not currently available from
either site, so air temperature from the MesoLAPS data at a point near the upper Derwent is
low-pass filtered as an approximation to water temperature. A disadvantage of using
Macquarie Plains over Meadowbank in the long term is the absence of temperature, but an
advantage is that it is closer to New Norfolk and accounts for flow from the Tyenna River.
(The Styx, Plenty, Lachlan & Jordan Rivers are the major tributaries that would still not be
included. No suitable real-time data for these sources is available.)
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Figure 2.8. Map of Der went River near region of tidal limit.

The Huon River has an up-river tidal limit that is less well known, but it is estimated to lie
approximately 4-5 km upstream of Huonville. Huonville is definitely tidal, whereas Judbury is
definitely not (Figure 2.9). Data supplied from BoM indicates that the riverbed at Judbury is
approximately 10m above MSL, while at Huonville, it is approximately 5m below MSL.
Assuming a constant grade from Huonville to Judbury, this would infer the point at which the
riverbed passes through MSL is approximately 1/3 of the way from Huonville to Judbury ie.
the tidal limit should be approximately 4-5km upstream of Huonville. The Judbury site does
not account for a major tributary — Mountain River. At present the Judbury flows are magnified
by 1.04 to account for this extra inflow.

Flow data is not recorded in real-time for the Huon, however, river level is available from BoM
in near real-time for Judbury. BoM take recordings at 15 minute intervals and upload them to
their web-site at least twice a day. This data is then handled in exactly the same way as is the
Derwent data described above. River temperature is not currently available for the Huon, so
air temperature from the MesoLAPS data at a point near the upper Huon is low-pass filtered
as an approximation to water temperature.
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Figure 2.9. Map of Huon River near region of tidal limit.



River level data has been archived for the Huon from 1% Jan. 2008 to mid-Dec 2008, and for
the Derwent from mid-April to mid-Dec 2008. These data are plotted in Figure 2.10. The
calculated flows (and water temperature from MesoLAPS) are plotted in Figure 2.11.

Flow in the Derwent is regulated at Meadowbank, and has a base value of 38-50 cumec. This
is higher than the low flows of approximately 10 cumec experienced by the Huon, but the
latter has by far the higher flows at times of flood or high rainfall. Since the Derwent data
begins later than the Huon data, the former has been backfilled from mid-April to mid-
February with a constant 38 cumec, to enable spin-up runs of the models over this period.
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Figure 2.10. Riv er level for the Derwent & Huon Rivers.

Comparison of the Meadowbank and Macquarie Plains flows in Figure 5 shows some large
gaps, particularly with Macquarie Plains which appears to be the more unreliable. Also, since
late June there appears to be an offset in the minimum Macquarie Plains flow which is
currently reading approximately 75 cumec instead of the expected 38 cumec given by the
Meadowbank data. As a result of the above discrepancies, the Meadowbank data is currently
being used as Derwent input for the models.
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Figure 2.11. River flow & water temperature for the Derwent & Huon Rivers

2.6. Sea-Level Data

Sea-level data (excluding tides and the effects of atmospheric pressure) for forcing the coarse
model is provided by OceanMAPS,. Measured sea-level data for comparison with model
output, is only currently available from a BoM river-level gauge at Huonville (where it lies
within the tidal regime), and from 2 sensors deployed by ICT near the mouth of the Derwent
River.

The Huonville data is recorded at 15-minute intervals, and is uploaded by BoM to their web-
site twice a day as per the Judbury river level data described above. The data tends to be
somewhat spiky, possibly due to wave action since it is not measured from within a stilling
well. Also, there appears to be some clipping associated with the data, where the river level is
never recorded below -0.5m. The raw data is plotted in Figure 2.12 and has also been low-
pass filtered and plotted in Figure 2.13.
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Figure 2.13. Low-pass filtered sea-level at Huonville.

The ICT data from the 2 sensors at the mouth of the Derwent is not currently available in real-
time.

2.7. Salinity/Temperature Data

Salinity and temperature data for forcing the coarse model is provided by OceanMAPS.
Several products are available; an analysis product which spans the period ending a week
before the present time and has been subjected to data assimilation; a near-real time (NRT)
product which spans the period ending on or just before the present day; and a forecast
product available up to 7 days into the future. The analysis product is most accurate.

Continuously measured S and T data for comparison with model output is currently available
from two sensors deployed by ICT adjacent to the CSIRO Wharf in Hobart and from two
sensors deployed by ICT near the mouth of the Derwent River. At the Wharf, one sensor is
positioned just below the surface, and the other just above the sea-bed. The data is recorded
in near real-time and is available from 19" February 2008 (Figure 2.14).

At the river mouth, one sensor is deployed at Tinderbox, just above the seabed in 17m of
water. The other sensor is deployed in the mouth of the Channel just above the seabed in
18m of water. The data from these two sensors is not currently available in real-time.
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Figure 2.14. Measurements of salinity and temperature from 2 sensors at the
CSIRO Wharf.

2. 8. Model Grids

The SETAS model grid is a curvilinear grid with 175 x 120 = 21000 horizontal grid cells
(Figure 2.15). The grid resolution ranges from 2.5 km on the south-east offshore boundary, to
1.4 km on the boundary of the fine-scale (STORM) grid, 400m in the Derwent at Hobart, 300
m at Bridgewater, and 250 m in the middle Huon (see Figures 2.16 & 2.17). The water depth
over the model domain ranges from 0 to just over 200 m, however a bathymetric range of 2 to
200 m has been imposed for all model runs (Figure 2.18). There are 21 model layers in the
vertical. The model time-steps are 6.4 seconds for the 2D component, and 90 seconds for the
3D component. The model runs at approximately 650 x real-time using 4 processors.
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Figure 2.15. SETAS model grid.
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The STORM model grid is a curvilinear grid with 700 x 398 = 278600 horizontal grid cells
(Figure 2.19). Grid resolution ranges from 600 m on the south-east offshore boundary, to 100
m in the Derwent at Hobart, 120 m at Bridgewater, and 125 m in the middle Huon (see
Figures 2.20 & 2.21). The water depth over the model domain ranges from 0 to 145 m,
however a depth minimum of 2 m has been imposed for all model runs. The model
bathymetry is shown in Figure 2.22. There are 24 model layers in the vertical and the model
time-steps are 1.5 seconds for the 2D component, and 9 seconds for the 3D component. The
model runs at approximately 5 x real-time using 8 processors.
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Figure 2.19. STORM model grid.
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2.9. Model Run Set-Up

The SETAS model has a total of five open boundaries. Two of these are the Derwent and
Huon upstream boundaries which are forced using the river flow and temperature data
described above. These open boundaries are adjusted to allow for the ‘inverse barometer’
effect on sea level. The remaining three boundaries are offshore boundaries (Figure 2.15)
which are forced in a similar manner using a velocity open boundary condition (Herzfeld,
2009). The global tidal model of Eanes and Bettadpur (1995), using the methodology of
Cartwright and Ray (1990), was used to generate amplitudes and phases of 14 tidal
constituents at every open-boundary node. These are then used to reconstruct the tide at
every time-step. Additionally, sea level is adjusted for the inverse barometer effect computed
from the MesoLAPS pressure data. The resulting sea level distributions therefore contain the
background mean state, low frequency oscillations, variability on sub-diurnal time-scales and
‘inverse barometer’ components. Salinity and temperature forcing for the offshore boundaries
is provided by OceanMAPS. The meteorological forcing is provided entirely from the
MesoLAPS data, and both salt and heat fluxes across the air-sea interface are included.

The STORM model has a total of 3 open boundaries. Two of these are the Derwent and Huon
upstream boundaries which are forced as for the SETAS model. The other boundary (Figure
2.19) is an offshore boundary which is forced with velocity, salinity and temperature provided
by the SETAS model. The local flux adjustment described by Herzfeld (2009) uses sea level
data from the SETAS model. The meteorological forcing is provided entirely from the
MesoLAPS data, and both salt and heat fluxes across the air-sea interface are included.
Neither the SETAS or STORM model have undergone a calibration procedure.

Output from the SETAS model currently consists of a daily record of all variables (used for
hot-starting subsequent runs), hourly records of all surface variables, and 12-minute records
of elevation, salinity and temperature along the path of the STORM offshore boundary.



Output from the STORM model currently consists of a daily record of all variables (used for
hot-starting subsequent runs), hourly records of all surface variables and also hourly records
of hourly means of transport variables in a sparse format file for the purpose of subsequently
running the transport model.

2.10 ROAM control framework

ROAM (Relocatable Ocean and Atmospheric Modelhisngiative jointly developed by
CSIRO Marine and Atmospheric Research (CMAR), thecBu of Meteorology (BoM) and
the Royal Australian Navy (RAN) in the BlueLinkgpect to provide high resolution ocean
forecast products operationally. Although this egsuses simple rectilinear grids, many of
the data management, run management, model exeaurttbsynchronization capabilities
required to operate the SETAS and STORM modeld exilin this framework. ROAM is
also a self-contained, portable system. For thessons, ROAM was modified to handle the
run, data, and execution aspects of the nearirsaldperational system.

One of the main features of ROAM is its tight int@gpn and management of the data
streams which provide forcing and domain informaije.g. bathymetry and coastline) for the
various models. Its modular design consists of fimmamponents, of which some have been
extended to accommodate the requirements of tbjegir In particular the Data Management
Framework (DMF) which manages data-streams irepi@sitory and manipulates them to suit
the requesting model, the Run Control Framewo®RKRwhich manages the scheduling and
monitoring of model runs, and the Model Executisarrework (MEM) which controls a
particular model run and its workspace. ExtenstorROAM involved integration of data
streams for Meso-Laps data and river-flow to thelEDMsome new tools were written to
guery OpenDAP servers as well as interface to IGatabase (for the Meadowbank river-
flow). The MEM was extended to handle static pat@miles (as opposed to an auto
generated one) to allow for the specialised gridi fame tuned calibration values as well as
new infrastructure to handle nested models; STORMe SETAS, in this case. A new
machine 'bruny' has been setup to host this anghtoperational models.

2.11 Model output and testing

The operation model has been successfully operating in real-time for approximately 10
months. Outputs in near-real time have been downloaded to the web-site which is anticipated
to open for public access once the design is completed and the CSIRO approval procedures
are finalised. Example snapshots of sea-level, surface currents, temperature and salinity are
given in Figures 2.23 to 2.28.
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Figure 2.28. Surface sa linity output from the STORM model.

Comparisons of SETAS sea-level using the NRT and forecast OceanMAPS products, with
measurements from the BoM Huonville site, are given in Figure 2.29. Examples of
comparisons using low-pass filtered sea-level from both models are shown in Figures 2.30
and 2.31. In the next phase of the project, these comparisons will be used to adjust



parameters in the model so as to optimize correlations between model output and
measurements.
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Comparisons of SETAS modelled sea-level with measurements from the ICT sensors at the
Tinderbox and Channel sites are given in Figure 2.32. These comparisons demonstrate an
inferior agreement to that obtained for Huonville, which is subject to investigation when model
calibration proceeds.
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Comparisons of SETAS NRT and forecast modelled salinity and temperature, with
measurements from the ICT sensors at the Wharf top and bottom sites, are given in Figure
2.34. The equivalent comparison for the STORM model is given in Figure 2.35. These
comparisons are quite good for the top sensor site, but for the bottom site the models do not
yield the fluctuations in the observed signal. As expected, due to the higher resolution the
higher resolution STORM model is performs better the SETAS model.

Note that the STORM model was still undergoing its spin-up phase for the beginning of the
comparison period, so only the last few days of the comparison should be considered. Also,
the salinity data from the ICT sensors is subject to a calibration issue and a scale factor of 0.8
was suggested for the processing of this data. For the purposes of this comparison however,
a scale factor of 0.9 was actually used. Comparisons of SETAS salinity/temperature with the
archived measurements from the ICT sensors at Tinderbox and Channel, could not be made
because model output was not obtained for the appropriate depths.
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3. Evaluation of Transport Models
(M.Herzfeld, N.Margvelashvili)

The hydrodynamic model includes a transport optibich invokes the tracer transport only
using offline velocities and vertical diffusivitiesad from file. All tracer diagnostics,

including sediment transport, biogeochemistry,dratatistics, source/sinks and particle
tracking will function in the transport mode. Thavaction scheme used in this mode is the
unconditionally stable semi-Lagrangian schemewallg increased time-steps (e.g. 1 hour) to
be used which dramatically increases run time safitiis scheme is, however, quite diffusive
and does not possess as good conservation chasticteas other schemes, hence some
accuracy is forfeited at the expense of speed.s€éh@-Lagrangian scheme is unconditionally
stable because it traces streamlines back in $paoethe point of origin (e.g. cell centres)
using velocity information, then interpolates tnacesing the origin location.

The concept of using offline velocities to driver@ansport model is not new, however, in
practice it is rarely used due to the enormous amsoof disk space required to run for
extended periods. This problem is circumventeddnegating the offline velocity/diffusivity



files with a ‘sparse’ file format which eliminatid and can lead to large saving in disk
space (savings up to 90% are possible). I/O overbaa be reduced if the sparse format file
is read into SHOC without interpolation.

The transport model is non-conservative for twsoes:

1. The semi-Lagrange scheme is cast in advective &mnis non-conservative.

2. Continuity is not achieved when using snapshotsmporal averages of velocity and
surface elevation fields. For a snapshot this i8aus; continuity is only achieved if
the velocity is constant over the transport tinepstFor temporal means, the
elevation change over a time-stéep,), is not equal to the horizontal divergence of
depth averaged mean velocity multiplied by meaal wepth, i.e.

t2 t2 t2
An = [not# 0, [ Ddt [ adt
t1l t1l t1
hence continuity is also not achieved.

A global filling algorithm has been developed fbiettransport model which attempts to
compensate for these effects and ensure consarvatiis method computes the mass before
advection, and the mass after advection accourfingnput of mass through the open
boundaries and due to source/sinks. If the schemgeriservative then mass before and after
should equal. If not, then the excess or shortdgeass is distributed over all cells equally.
This excess/shortage mass is usually results iy smeall (multiplicative) adjustments to the
concentrations in each cell. Furthermore, the najastment may be computed so that
resulting tracer values remain monotonic, i.e. ddgisted concentrations are not greater or
less than the local maximum or minimum concentregio

Continuity dictates that total volume in the whdlamain at the end of the time-step is equal
to total volume at the start of the time-step plokime fluxes into the domain. Volume is not
subject to errors from 1) above, so ideally (assgmiolume fluxes are due toopen
boundaries only):

Vi+> OBC, =V™
n
Any error from 2) can be compensated by adjustiegooundary fluxes by some factor

\VAYA
~ > 0BC,

This factor may then be optionally applied to miasses for tracers in the transport model, so
that the global fill factor is adjusted to refleottra mass that would need to be added (or
subtracted) if volume conservation were achievetiéndomain. In practice continuity is not
achieved in the 3D model at open boundary locatsimse velocity and elevation are
prescribed independently via open boundary conditi®BCs), and these OBCs rarely
honour continuity. For example, a radiation corditis often used for elevation in
conjunction with a no-gradient condition on normelocity and zero tangential flow. This
leads to zero divergence but non-zero change wagbm, i.e. continuity is not obeyed. This
can corrupt the above computation, therefasecomputed excluding open boundary cells,
with boundary fluxes computed at the first intetimzation to open boundaries.

The transport model may optionally provide a diagimowvhich contains the volume error of
each water column expressed as a percentage b¥daiene in each water column. This
volume error is the difference between the voluttbeend of a time-step and the sum of
volume at the start of the time-step and volume flivergence into the water column.



Additionally, a diagnostic representing the masg thust be added (or subtracted) to the
domain for each tracer to achieve mass conservatianthe corresponding multiplicative fill
factor is created in a time series file. Includ&b as the total domain volume error and open
boundary scaling factor.

This project contributed to extending the functidgaof the transport model, by allowing the
input circulation data and output tracer distribos to reside on different grids. A sub-set of
the input data grid can be used to generate otrigmegr distributions. Since the STORM
model is large and contains high resolution, pa#ptmaking sediment or biogeochemical
coupled simulations slow, it is advantageous ifyansmaller sub-region of the storm model
is simulated with the transport model. Additionaliy intermediate step has been included to
create transport files that contain informationareling the streamline origin, rather than
velocities used to calculate the streamline. Th@ach may increase execution speed since
the streamline origin is no longer required to hkewlated. If multiple grids are used, then
potentially slow input of velocity information fdhe source grid may also be avoided.

Several options are available to the user in aimlgenerate output with the transport model,
including:

* Frequency of data read into the transport model,
* Whether input fields are snapshots or temporal siean
e The OBC used for tracers,
» If global filling is used;
0 Boundaries included in the global fill
0 Boundary flux compensation is invoked
0 The global fill is monotonic

The implementation of these options was optimizeddmparing transport model output
with hydrodynamic model output for the same regmrer the same period. Owing to the
considerable experience gained in other studiesethion chosen was the Huon /
D’Entrecasteaux Channel.

A number of scenarios with varying time-step, adiegcschemes, simulation parameters and
filling options have been executed. The simulatiese based on two models: transport
model fully coupled to the hydrodynamic model atahd-alone decoupled transport model
driven by pre-calculated velocities and diffusiaefficients. The time step of the coupled
model was 2 min, the decoupled model simulatedsprart with the time step of 1 hour.
Additional scenario has been run with the time stie@.5 hours. Both coupled and decoupled
models simulated transport of salinity fields, gsension and deposition of sediments and
distribution of conservative dissolved tracer. Sesghts were represented by two size classes
one representing heavier particles (silt) and asradhe representing very fine particles (clay).
The dissolved tracer has been released from poimte at site 8 (see the location map in
figure 3.1) with the constant release rate.

At the open lateral boundaries the concentraticalldfacers have been set to predefined
values in the case of the incoming flow. Free flmoundary condition was applied when the
water flow was directed out of the study area.tilters in benthic layer were initialised with
the constant concentrations. Initial concentratibthe suspended sediments and conservative
tracer in water column was zero. The salinity fietas initialised from the regional scale

model run.

Figure 3.2 shows total masses of tracers simulaitthe coupled and decoupled transport
models. The coupled model is based on Van Leerctidvescheme. The time step of the
decoupled transport model is 1 hour. The data stroawerall good agreement between



models. A persistent discrepancy between moddlseimass balance of silt is attributed to
the uncertainties of the mass filling algorithm.déagreement between models is particularly
good for the salinity and for the dissolved tracer.

Concentrations of the simulated tracers at sitecbsite 10 are illustrated in figures 3.3 and
3.4. The transport models reliably tracks the eltucurves predicted by the fully coupled
model, but tends to underestimate pick sedimentemtnations particularly for the heavier
fractions of sediments. This behaviour of the tpamsmodel was expected, since the hourly
mean velocities filter out high-frequency composéntluding pick values of the velocity.
The reduced velocity translates into reduced bogbear stress which in tern reduces pick
levels of sediments. The time series of concemwinatalso suggest that the decoupled model
tends to underestimate temporal variability ofdissolved tracer released from point source.
The simulations with one-hour mean velocities, 30ute mean velocities and with the
velocity snap shots (rather than mean values) similar accuracy in approximating fully
coupled model.

Spatial patterns of the distribution of tracersillibstrated in figures 3.5 — 3.8. The plots show
surface and vertical cross section of concentratamnsimulated by the coupled and
decoupled models. The data suggest that decouplddlroaptures key patterns of
distribution of simulated fields. A particular goagreement shows salinity distribution
(figure 3.5). The decoupled sediment model tendstterestimate suspended sediment
concentrations in the mid-channel while overestinggit in the southern part of the modeling
domain (figures 3.6 and 3.7). A conservative traetrased from point source (figure 3.8)
when simulated with the decoupled model tends te f@awer concentrations levels than the
tracer predicted with the fully coupled model. THiscrepancy between concentrations of the
dissolved tracers released from point source waisddo be consistent throughout the
simulation period. The reasons of the discrepanicseatly are under investigation.

Simulations with varying advection schemes fonfuibupled models show that the model
uncertainty due to varying advection schemes ity tdupled models is similar to the
uncertainty of the decoupled transport model (hois here).

Additional scenarios have been simulated to ingagti the model performance under
idealised conditions of isolated benthic and peldayers. Constant initial concentrations
have been specified for all tracers in water anseiments. The suspended sediments in this
experiment were allowed to settle down due to gyderce and accumulate in the near
bottom cell but the particles were not allowedross the sediment water interface. The
simulation results indicate that the decoupled rhogferoduces the distribution and evolution
for most variables but give poor performance ferleavier sediment particles (hot shown in
this report).

The numerical experiments suggest that the trahspadlel is capable of reproducing key
patterns of distribution of the particulate andsdised tracers in the Huon estuary and
D’ntrecasteaux channel. The price for the improsffitiency is a higher uncertainty of the
decoupled model. This uncertainty shows up in deanfluctuation of the predicted values
as well as in systematic discrepancies, such athieency of the decoupled sediment model
to underestimate pick suspended sediment concemsaOne of implications is that the
calibrations results derived from the fully coupladdel may not be applicable to the
transport model and the transport model may neée walibrated by itself to match data.

Simulations reported in this document dealt with thoderate energy environment of the
Huon estuary and D’ntrecasteaux channel. The nigectve was to assess applicability of
the transport model to the INFORMD region. Mostswihulated scenarios show a good match
between transport and fully coupled models. Howether transport model gave poor
performance for heavy sediments in idealistic sderd the decoupled benthic and pelagic



layers. More numerical experiments in various emvinents, including macrotidal and off-
shore deep waters are needed to have a betterstanaiding of the transport model
uncertainty. In the case of new applications reisommended first to run trial scenarios
testing the transport model against the fully cedptode.
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Fig ure 3.1. Location map for the point sourcee(dlb. 8) and observation sites (sites
No. 1,3,5,10,12)




kg

kg

kg

kg

Salt

JE+11
—— coupled —decuLIJpIed
| M
_________ B TTIFE 1Y P .
28E+11 1 ” ’ ’ , | , i l |
FERE+] 1 +- Ji Il I| |I ‘ ______ Nl | . |I I _____
2B+ T T T .
4380 4400 4420 4440 4460 4480
days
Silt
6. 246BE+10
B24B2E+10 g T s e
B.2458E+10 - prme e T T e g oo
— coupled
5.2454E+10 §------ ——decoupled |~
5.2450E+10 . . . .
4380 4400 4430 4440 4460 4480
days
Clay
5.248E+09
B 2ABEH0T go--m- - e e e e e oo
B 247E+03 4------f----- tnupled [T T
B 24BE+09 4~ o---- —decoupled| . TT
B.245E+09 T : : T
4380 4400 4420 4440 4460 44380
days
Tracer
J.0E+05
OO g T o
—coupled
LR —decoupled [
0.0E+00 T : : T
4380 4400 4470 4440 4460 4430
days

Figure 3.2 Total mass simulated with fully coupset decoupled (transport) models



35
33--~-~.--
E 31 1
o
1 N | S —vcoupled | ..
——decoupled
27 T T : T
4380 4400 4420 4440 4460 4480
days
Silt
f.00E-05
— coupled
_ 4. 00B-05 g------y —decoupled| T TTTTTTTTT T T T m e
E)
PO0E-05 q------]-mmmmmmmmmmmef e b B e el
0.00E+00
4380 4400 4420 4440 4460 4480
days
Clay
0.0004
S 00002 4Rk g oo f LRl T B i AN
— coupled
—decoupled
0 : : : e
4380 4400 4420 4440 4460 4480
days
Tracer
p.ooota
000012 4o by ] — tracer 3d|
—tracertr
D 000008 -----mmmmmmemmmm g s by e g e
0.00004 4-----4--
1] T T T T
4380 4400 4420 4440 4450 4480

days

Figure 3.3 Time series of concentrations simulatgd fully coupled and decoupled
(transport) models at site N 10 (see location mdig. 5.1)



Salt

35
L ety L EEEECEEEEEEEEEE,
o 33 - e -
— coupled
B et PN EEE LR EEEEEELELEEEEEEEE,
—decoupled
31 T T T T
4380 4400 4420 4440 4460 4480
days
Silt
0.00s
—— coupled
——decoupled
= RO Ol0 e A R LR EECERCEEEREEY RRERER EEEERED R TRECEDEREI RELS IRRRELE [REELE
O -
4380 4400 4420 4440 4460 4480
days
Clay
0.0012
— coupled
00008 4--- —decoupled
)

0.0004 1---f-

0
4380

4420 4440 4480

days

4400

Tracer

1.20E-04

8.00E-05

all

4.00E-05

0.00E+00 +

4380

— coupled

——decoupled

4440 44E0

4400 44210 4480

days

Figure 3.4 Same as in figure 5.3 but site No 5



Salinity dmage)
Date: 11 January 2002 00:00:00, Depth: D.25 m.

T L\/\M\;
i
43°10'S —
437205 —
Iﬁ\ 1 1
I 45 45"
VE ——— = l
Dk
e 20—
p C
t F
h E
40 =
E'IIIIIIIIIIIIIIIIIII|IIIIIIIIIIIIIIIIIII|IIIIIIIII|IIIIIIIII|IIIIIIIII|IIIIIIIII|IIIIIIIII|IIIIIIIII|IIIIIIII
o] 5 10 15 20 25 20 25 40 45 50
Salinity dmage)
Date: 11 January 2002 00:00:00, Depth: 0.25 m.
P = M
q
427105 |—
427205 —
Iﬁ\ 1 1
El 45 45
0= l
D F
e 20
p -
v =
h r
40
E‘IIIIIIIII|IIIIIIIII|IIIIIIIII|IIIIIIIII|IIIIIIIII|IIIIIIIII|IIIIIIIII|IIIIIIIII|IIIIIIIII|IIIIIIIII|IIIIIIII
o] 5 10 15 20 25 30 35 40 45 S0

Figure 3.5 Surface and vertical cross-section liigasimulated with fully coupled
(top plots) and decoupled (bottom plots) model® Gtoss-section line is shown on
the surface plot.



= w g

43°10's -

427205

=g

4z°0's =

Silt image)
Date: 11 January 2002 00:00:00, Depth: 0.25 m.

U E . O |
20 B
40 =
EIIIIIIIIIIIIIIIIIIII|IIIIIIIII|IIIIIIIII|IIIIIIIII|IIIIIIIII|IIIIIIIII|IIIIIIIII|IIIIIIIII|IIIIIIIII|IIIIIIII
9] 5 10 1% 20 25 30 it 40 45 50
Silt dmage)
Date: 11 January 2002 00:00:00, Depth: 0.25 m.
43°0'S i
115
i
|
T
H0.005 4
43°10's —
|
H.0025
43205 —
1 ,(1\ 1
an 45
0_
20
40
E‘IIIIIIIII|IIIIIIIII|IIIIIIIII|IIIIIIIII|IIIIIIIII|IIIIIIIII|IIIIIIIII|IIIIIIIII|IIIIIIIII|IIIIIIIII|IIIIIIII
9] 5 10 15 20 25 30 35 40 45 50

'-o——-mi

H1.005

M. 0025

Figure 3.6 Same as above for the silt fractiorediirments.
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Figure 3.7 Same as above for the clay fractioredimeents.
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Figure 3.8 Same as above for the conservative dissolved tracer released from point source.



4. Field programs

During the first year of the project two field wgokogrammes have been carried out.
One of those involved trial deploymentsgofiers in Storm bay and another was
evaluation of Nitrate sensor operation throughsthert term deployment at csiro
wharf and 3-month deployment of mooring in StornyBa

4.1 Gliders

The CSIRO’s Slocum Glider, designed for coastalagpents (figure 4.1.1), is
capable of moving to specific locations and reaghiapths of up to 200 meters by
tracking controlled spatial and temporal gridsdanaximum duration of about four
weeks. The glider moves both vertically and horiatiy, sampling saw-tooth vertical
profiles by varying its buoyancy.

First glider deployment carried out in November 0as terminated after 4 days
since the commencement due to malfunctioning ofrtieument component. During
the second deployment in June 2009 the glider ceteqbla successful 26-day
monitoring of Storm Bay and covered 490 km in ibyage of north—south transects
criss-crossing the bay and diving to depths ofal5a80 metres (Figure 4.1.2). During
the voyage, onboard sensors collected 400 megablytkeda including: temperature,
salinity, dissolved oxygen, chlorophyll A, and bac#tter of suspended materials at
both 470 and 700 nm wavelengths. Highlights fromnghder operations have been
given in CSIRO Monday mail of 1 December 2008, emtiVealth from oceans
flagship: oceans insider” of June 2009.

Figure 4.1.1 Coastal glider
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Figure 4.1.2 Glider track in Storm Bay

4.2 Evaluation of Nitrate Sensor

The influx of nutrients, particularly nitrate, inbmastal biogeochemical models at the
marine boundary is currently poorly constrainedragitional monthly sampling
programs. Modern instrumentation such as the tn{3ltraviolet Spectrophotometer
(ISUS), have the potential to provide nutrient amtcations with high temporal
resolution, which is particularly relevant in thentext of operational modeling.

Having successfully completed 2-months trial depiewnt of ISUS off the CSIRO
wharf in October-November 2008, a bottom mountedning frame with attached
ISUS has been deployed in Storm Bay in May 200@. fféane also accommodated a
multi-sensor CTD including dissolved oxygen ancbotyphyll sensors, and an ADCP.
The ISUS mooring was successfully recovered in 2069 after ~3 month
deployment. However due to failure of internal &sche ISUS instrument only
logged 2.5 days of nitrate data at the start offtgdoyment. Communications with
manufacturers are underway to further investigagéddgging problem. The Storm
Bay mooring also collected 3-month data of ADCP 2@dlay data of temperature,
conductivity, PAR, pressure, fluorescence, and eryg

The chapter below describes phasel, wharf deplolyamehevaluation of ISUS.



Evaluation of an In-Situ Ultraviolet Spectrophotometer (1SUS) for detection of
nitratein coastal waters
Phase 1. Wharf Deployment

PI: Karen Wild-Allen

FE&T: Tim Lynch, Phil Adams, Dave Hughes, Dave Cherry,
Danny McLaughlan, Phil De Boer.

Samples: Jenny Skerratt, Pru Bonham, Val Latham, Peter Thompson

Introduction

The influx of nutrients, particularly nitrate, inbmastal biogeochemical models at the
marine boundary is currently poorly constrainedragitional monthly discrete water
sampling programs. Modern instrumentation sucth@d$SUS, and similar devices,
have the potential to provide nutrient concentratiaith high temporal resolution
which will result in substantial improvements in aeb simulations by reduction of
uncertainty. Coupling of nitrate sensor deployrento sensor networks could
provide near-real time data and facilitate operatiddiogeochemical modeling of
coastal waters.

This ISUS instrument owned by CMAR was originalsed as a bench-top flow
through device on southern ocean research cruise¥)07 the ISUS was configured
for profiling deployment and integrated into the[@&nd rosette system of the RV
Southern Surveyor. Approximately 120 profiles web¢ained off WA between
Freemantle and Dampier, however the device denaipstsignificant thermal
hysteresis which impacted on the stability of thectrophotometer light source and
calibration of the instrument against bottle sammpl@s non-trivial.

The primary objective of this deployment was toleate the accuracy and long term
stability of the Satlantic ISUS on a mooring deplant in coastal waters. An
important associated objective was to familiarineselves and SE&T technical
support staff with the configuration of hardware aoftware for a moored
deployment of the instrument.

I nstrument configuration

The ISUS was linked to an external battery packrandnted on a board to facilitate
deployment on 2 vertical wires hanging under thanv{part of the ICT TASMAN
sensor network infrastructure). A large extermalde was manufactured by SE&T
and attached to the end-cap of the instrument monmize corrosion damage to the
case whilst submerged in sea water. It was teahipipossible to link the instrument
to the surface by a data cable and log real-tini@ tthough the ICT system on the
wharf, however the additional resources were diffito justify for the relatively
short deployment period of ~2 months, so this optuias not pursued. The ISUS was
attached to the ICT vertical wires and lowereddyyerto ~9m similar to the depth of
their deeper temperature and salinity sensor deptoy. Periodically the instrument
was raised to the surface to download data filacable connection to a laptop.
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Figure 4.2.1: ISUS deployment on wires under CMARarf. Inset image shows
copper sensor cover (with fine mesh insert).

The instrument was configured to sample at houtigrivals using the default
‘schedule mode’ and save instrument parameterslight and 1 dark full spectrum
scan from 190 - 400 nm. [Nitrate concentrationaieglated by an algorithm that de-
convolutes the absorption spectra of salinity, bdenand nitrate from the in-situ full
spectrum scan].

Water samples

Water samples were taken adjacent to the ISUSratdepth using a Niskin Bottle
and messenger by hand. Nutrient samples wererfrarzeé analyzed in the CMAR
hydrochemistry laboratory for nitrate, phosphate siticate concentration. Parallel
samples were taken at ~ weekly intervals for phgiggton identification. Samples
were preserved in Lugols lodine and counted urftenticroscope by Pru Bonham.

Laboratory Results

During the October — November 2008 nitrogen andgsphorous concentrations at
~9m under the CSIRO wharf were generally low alttosilicate concentrations
were higher.
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Figure 4.2.2: Nutrient concentrations at ~9m uniderCSIRO wharf in October-
November 2008

Nitrate was the nutrient with lowest availabilitychwith respect to the Redfield ratio
of 1P:16N:106C (which represents the typical contmrsof phytoplankton) would
likely have limited phytoplankton growth. The avged\:P ratio was 0.25
molN/molP well below 16 indicating that Derwent et carry significant loads of P
in excess of the requirement for phytoplankton ghow

During the study period the phytoplankton commumtfuded a diverse population
of diatoms, dinoflagellates and flagellates. Celints were similar to September
2008 but biomass was elevated by the larger prigooof dinoflagellates (in
September diatoms were in greater abundance).cdienunity was typical of post
spring early summer with a declining diatom pogolaeind increasing concentration
of dinoflagellates. Dinoflagellates can accumulatder low ambient nutrient
concentrations due to their ability to verticallygnate to access both light and
elevated concentrations of nutrients at depth. l&tge heterotrophic dinoflagellate
Noctiluca increased in concentration following stgrweather in the south and
produced a few short lived red-tide slicks in Caaogbn Dock, off Bellerive and in
Lindisfarne marina.

Derwent wharf
Oct - Dec 2008 - cell counts
1,600,000 flagellates
1,400,000 |- m dinoflagellates
o 1,200,000 - diatoms
= 1,000,000 -
& 800,000 | -
o
«» 600,000
g 400,000 | -
200,000 -
0 — —t —t - — '
S \,\Q% \/\Q% \,\Q% \/\Q% q/\éb
\; N \ o \ \%
5 QV\ «,"> '\3} 'f?\ 0’1>




Figure 4.2.3: Phytoplankton cell counts at ~9mtlo& CMAR wharf in October-
November 2008.
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Figure 4.2.4: Phytoplankton cell biomass at ~9ntlugf CMAR wharf in October-
November 2008.

| SUS Results
The ISUS instrument logged daily files which inadddnstrument parameters

(internal voltages, humidity, battery voltage, et@lculated nitrate concentration and
a full UV spectral scan from 190 — 400 nm.
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Figure 4.2.5: Daily UV spectral scans of absorpfior light and dark shutter
readings [includes absorption due to salinity, idenCDOM and nitrate].

Initial nitrate values returned from the instrumesgtre in the range — 10 to -13 uM/I
which suggested a poor instrument baseline cailibratSatlantic suggested updating



the distilled water spectra (with zero salinitypimide, CDOM, nitrate) in the
calibration file. This was initially attempted time wharf by cleaning the sensor head
and submerging it in a basin of miliQ water. Flidwough the copper anti-fouling
sensor guard and fine mesh lining was howeveréidn#nd the miliQ water became
contaminated rendering the re-calibration attenmgugcessful.

The ISUS instrument was then transported intodbeahd the copper sensor guard
and mesh lining removed. Both items were founkedairly well clogged with
copper and marine debris after only 3 weeks oftundeployment limiting flushing

of the probe head. Once removed the spectropht¢ompebe was found to be clean
of marine fouling but was wiped with alcohol fortzenty. The probe was then
dipped in miliQ water and a laboratory standardatgt solution 1 uM/I for calibration.
Using Satlantic software the distilled water speeetas updated in the calibration file
(ISUSO076D.cal) and the daily data files were susftdly reprocessed to give positive
nitrogen values.

CSIRO Wharf ISUS and Laboratory NO3
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Figure 4.2.6: Raw ISUS and laboratory nitrate catregion (plotted on contrasting y-
axis scales).

The ISUS instrument consistently over estimatedctireentration of nitrate in-situ
compared with samples analyzed in the laboratbrgtrument documentation
indicates that the derivation of nitrate from itudJV absorbance spectra has little
skill at concentrations of nitrate less than 2 uMXlscatter plot of all samples
analyzed and ISUS readings shows that the instrum@netty unreliable at low
concentrations of nitrate as experienced in thas. tr
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Figure 4.2.7: Comparison of laboratory and ISU&uwrined nitrate concentration for
all samples analyzed. A linear trend line is fitteith R2 value of 0.3 .
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Figure 4.2.8: Re-scaled ISUS nitrate concentradiwh laboratory nitrate
concentration for the deployment period.

Using the linear relationship established in figdir2.7 the ISUS data was rescaled to
a more realistic range of values. During the d@plent period nitrate fluctuated
considerably on hourly and weekly timescales. Holluctuations are considered to
be primarily noise, but weekly fluctuations mayleet real changes in ambient nitrate
concentration. During the deployment period ngr@@ncentrations appeared to
decline in both the ISUS data and the laboratomypdas. This could be realistic due
to phytoplankton utilization of nitrate.



ISUS nitrate data were compared with the wharf E©ftom mounted temperature
sensor (raw data). On the 19 and 22 October intmaf slightly warmer water may
correspond to an increase in nitrate concentrguath slight delay). The delay in
nitrate sensor response could result from poohihgsof the sensor chamber
associated with the copper anti-fouling cover and mesh lining.

CSIRO Wharf ISUS and Laboratory NO3
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Figure 4.2.9: Concurrent ISUS nitrate and raw @iata the wharf ICT bottom
temperature sensor.

Phase 1 Summary

The wharf ISUS deployment will be completed in rhiecember and further data will
be added to this summary report. To date the gleat has been a success with
respect to familiarizing ourselves and SE&T techhsupport staff with the
instrument, it's mooring deployment configuratiardacalibration procedure.

At this stage it appears that the ISUS is unabtegolve low nutrient concentrations
independently, however data from the instrumentbEanre-scaled to reflect realistic
in-situ concentrations given sufficient concurreatrient samples.

A bottom mounted mooring frame is currently beirgidned and built by SE&T for
deployment in Storm Bay in Autumn. The frame @lfo accommodate a multi-
sensor CTD including dissolved oxygen and chlordggnsors, and an ADCP.
Nutrient concentrations in ~50m of water in StorayBn Autumn are likely to be
higher than those experienced off the CMAR whatate spring, although
concurrent laboratory samples will be essentiablaate and/or rescale the ISUS
data. Itis proposed to collect water sampleb@ntooring site on deployment and
recovery of the ISUS and serendipitously from ottaaits working in the area
including John Church’s altimetry study and thelgtiprogram.



